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Abstract

This Ph.D thesis is rooted in the first five research articles of the author, throughout

which we study topics at the interface of analytic number theory and harmonic analysis.

From a harmonic analysis perspective, we consider a generalized version of the sign

uncertainty principle for the Fourier transform, first proposed by Bourgain, Clozel and

Kahane and revisited by Cohn and Gonçalves. In our rough, general framework, we are

able to identify sharp constants in some cases.

From a number theory perspective, we study Fourier optimization tools related to bounds

in the theory of the Riemann zeta-function and other L-functions, and also to new estimates

regarding the distribution of integers and primes represented by quadratic forms. Moreover,

we study the number variance of zeta zeros. In particular, conditionally on the Riemann

hypothesis and a conjecture for the pair correlation of zeta zeros in longer ranges (which

examines how often gaps between zeros can be close to a fixed nonzero value), we prove

a conjecture of Berry (1988) for this number variance, in the non-universal regime where

random matrix models do not correctly describe the distribution of zeta zeros.
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Resumo

Esta tese de doutorado está baseada nos primeiros cinco artigos de pesquisa da au-

tora, onde estudamos tópicos na interseção entre teoria anaĺıtica dos números e análise

harmônica.

Desde a perspetiva de análise harmônica, consideramos uma versão geral do prinćıpio da

incerteza de sinais para a transformada de Fourier, proposto originalmente por Bourgain,

Clozel e Kahane e revisitado por Cohn e Gonçalves. Na nossa formulação geral, conseguimos

identificar constantes ótimas em alguns casos.

Desde a perspetiva de teoria dos números, estudamos ferramentas de otimização de

Fourier relacionadas com cotas na teoria da função zeta de Riemann e outras L-funções, e

também com novas estimativas sobre a distribuição de inteiros e primos representados por

formas quadráticas. Adicionalmente, estudamos a variância do número de zeros da função

zeta. Em particular, condicionalmente à hipótese de Riemann e a uma conjetura sobre a

correlação de pares de zeros em intervalos maiores (que examina a frequência com a qual os

espaços entre zeros podem ser aproximadamente uma quantidade não nula dada), provamos

uma conjetura de Berry (1988) para esta variância, no regime não universal onde os modelos

de matrizes aleatórias não descrevem corretamente a distribuição dos zeros da função zeta.

IV



Contents

Contents V

1 Introduction 1

1.1 Notation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Uncertainty principles in Fourier analysis . . . . . . . . . . . . . . . . . . . . 2

1.3 Theory of the Riemann zeta-function and other L-functions . . . . . . . . . . 5

1.3.1 The Riemann zeta-function and the distribution of its zeros . . . . . . 5

1.3.2 The pair correlation conjecture . . . . . . . . . . . . . . . . . . . . . . 7

1.3.3 Selberg’s central limit theorem . . . . . . . . . . . . . . . . . . . . . . 8

1.3.4 The variance in Selberg’s central limit theorem . . . . . . . . . . . . . 8

1.3.5 The antiderivatives of Sptq . . . . . . . . . . . . . . . . . . . . . . . . 9

1.3.6 Number variance of zeta zeros . . . . . . . . . . . . . . . . . . . . . . . 10

1.3.7 The pair correlation of zeros of families of L-functions . . . . . . . . . 10

1.4 Integers represented by quadratic forms . . . . . . . . . . . . . . . . . . . . . 12

2 Uncertainty principles in Fourier analysis 15

2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

2.1.2 Generalized sign Fourier uncertainty . . . . . . . . . . . . . . . . . . . 18

2.1.3 Dimension shifts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2.2 Non-empty classes and upper bounds: proof of Theorem 2.3 . . . . . . . . . . 27

2.2.1 Non-empty classes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.2.2 Homogeneous case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.2.3 An additional reduction . . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.3 Sufficient conditions for admissibility: proof of Theorem 2.5 . . . . . . . . . . 31

2.3.1 Proof of Theorem 2.5: general case . . . . . . . . . . . . . . . . . . . . 32

2.3.2 Homogeneous case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.4 Sign uncertainty: proof of Theorem 2.6 . . . . . . . . . . . . . . . . . . . . . . 33

2.4.1 Lower bound . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.4.2 Homogeneous case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.4.3 Existence of extremizers . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.5 Dimension shifts: proof of Theorem 2.7 . . . . . . . . . . . . . . . . . . . . . 36

2.5.1 Dropping the dimension . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.5.2 Lifting the dimension . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.6 Power weights: proof of Corollary 2.9 . . . . . . . . . . . . . . . . . . . . . . . 41

2.6.1 The case γ ě 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.6.2 The case ´d
2 ` εpdq ď γ ă 0 . . . . . . . . . . . . . . . . . . . . . . . . 42

2.6.3 The case s “ 1 and ´d ă γ ď ´d
2 ´ εpdq . . . . . . . . . . . . . . . . . 43

V



3 Integers represented by quadratic forms 45
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.1.2 Congruence sums . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.1.3 Brun-Titchmarsh-type result . . . . . . . . . . . . . . . . . . . . . . . 47
3.1.4 Cramér-type result . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
3.1.5 Outline of the proof . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.1.6 Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.2 Summation formula for rf pnq . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.3 Proof of Theorem 3.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

3.3.1 Proof of Theorem 3.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.4 Proof of Theorem 3.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

3.4.1 The case Lp1, χq ě plog yq´2 . . . . . . . . . . . . . . . . . . . . . . . . 59
3.4.2 The case Lp1, χq ă plog yq´2 . . . . . . . . . . . . . . . . . . . . . . . . 62

3.5 Hecke characters and Hecke L-functions . . . . . . . . . . . . . . . . . . . . . 62
3.5.1 From quadratic forms to ideals of quadratic fields . . . . . . . . . . . . 62
3.5.2 Hecke characters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.5.3 The family of Hecke L-functions . . . . . . . . . . . . . . . . . . . . . 64
3.5.4 The Guinand-Weil formula . . . . . . . . . . . . . . . . . . . . . . . . 66

3.6 Proof of Theorem 3.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3.6.1 Asymptotic analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.6.2 From ideals to primes represented by f . . . . . . . . . . . . . . . . . 70
3.6.3 Construction of F . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

3.7 Uncertainty and Fourier optimization . . . . . . . . . . . . . . . . . . . . . . . 73

4 The Riemann zeta-function: the antiderivatives of its argument 78
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.1.1 The second moment of Snptq . . . . . . . . . . . . . . . . . . . . . . . 79
4.1.2 Outline of the proof . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

4.2 The representation for the second moment of Snptq . . . . . . . . . . . . . . . 82
4.2.1 Representation lemma for Snptq . . . . . . . . . . . . . . . . . . . . . . 82
4.2.2 Proof of Theorem 4.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.3 Asymptotic formula for Rnpx, T q: The sum over the zeros of ζpsq . . . . . . . 88
4.4 Asymptotic formulas for Gnpx, T q and Hnpx, T q: The sum over the prime

numbers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.4.1 The terms Gnpx, T q and Hnpx, T q . . . . . . . . . . . . . . . . . . . . 92
4.4.2 The power of cancelation in Hnpx, T q ´Gnpx, T q . . . . . . . . . . . . 94

4.5 Computing Cn numerically . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

5 The Riemann zeta-function: the number variance of its zeros 99
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

5.1.1 The variance in Selberg’s central limit theorem . . . . . . . . . . . . . 100
5.1.2 Number variance of zeta zeros . . . . . . . . . . . . . . . . . . . . . . . 101
5.1.3 A conjecture of Berry . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

5.2 A representation formula for log |ζp1{2` itq| . . . . . . . . . . . . . . . . . . . 107
5.2.1 Some auxiliary functions . . . . . . . . . . . . . . . . . . . . . . . . . . 107
5.2.2 Representation formula . . . . . . . . . . . . . . . . . . . . . . . . . . 109

5.3 Contributions from the zeros . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.3.1 Auxilliary lemmas . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
5.3.2 Unbounded discontinuities . . . . . . . . . . . . . . . . . . . . . . . . . 117

VI



5.3.3 A modified pair correlation approach . . . . . . . . . . . . . . . . . . . 123
5.4 Contributions from the primes . . . . . . . . . . . . . . . . . . . . . . . . . . 127

5.4.1 Expressions for Gi and Hi . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.4.2 Estimating Gi `Hi . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

5.5 Proofs of main theorems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
5.5.1 Proof of Theorem 5.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
5.5.2 Proof of Theorems 5.3 and 5.4 . . . . . . . . . . . . . . . . . . . . . . 135
5.5.3 Proof of Theorem 5.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . 136

5.6 Transition between ranges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137

6 Zeros of families of L-functions 140
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140

6.1.1 Bounds via Fourier optimization . . . . . . . . . . . . . . . . . . . . . 140
6.1.2 q-analogues: an average over Dirichlet L´functions . . . . . . . . . . . 141

6.2 Fourier optimization and the average of FΦpαq . . . . . . . . . . . . . . . . . 144
6.2.1 Triangle bounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147
6.2.2 Asymptotic bounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 150
6.2.3 Γ1pqq-analogues: an average over automorphic L-functions . . . . . . . 153

6.3 Numerically optimizing the bounds . . . . . . . . . . . . . . . . . . . . . . . . 154
6.3.1 Remarks on a larger class of functions . . . . . . . . . . . . . . . . . . 155

7 Appendices 158

Bibliography 163

VII





Chapter 1

Introduction

This thesis lies at the interface of analytic number theory and harmonic analysis. We

investigate the following topics: (i) the uncertainty principle in Fourier analysis and its

connection to the sphere packings problem; (ii) the distribution of integers and primes

represented by quadratic forms; (iii) the theory of the Riemann zeta-function and other

L-functions. The exploration of these topics generated the following research articles, on

which this thesis is based:

[A1] Generalized sign Fourier uncertainty (with E. Carneiro), Ann. Sc. Norm. Super.

Pisa, Cl. Sci. DOI: 10.2422/2036-2145.202105 026.

[A2] Fourier optimization and quadratic forms (with A. Chirre), Q. J. Math. 73, no. 2

(2022), 539–577. DOI: 10.1093/qmath/haab041.

[A3] The second moment of Snptq on the Riemann hypothesis (with A. Chirre), Int. J.

Number Theory 18, no. 6 (2022), 1203-1226. DOI: 10.1142/S1793042122500610.

[A4] On the number variance of zeta zeros and a conjecture of Berry (with M. M. Lugar

and M. B. Milinovich), preprint arXiv:2211.14918.

[A5] On the q-analogue of the pair correlation conjecture via Fourier optimization, Math.

Comp. 91 (2022), 2347-2365. DOI: 10.1090/mcom/3747.

To tackle many of the questions in the above articles, we combine theoretical tools

from harmonic analysis, approximation theory, and analytic and algebraic number theory,

sometimes with additional computational tools such as numerical optimization methods

(including semidefinite programming in particular - see Section 6.3). In the next sections,

we will present a brief overview of the topics studied in these articles, their background, and

the tools involved in some of our main results. First, we must say some words on notation.

1.1 Notation

Throughout this thesis, we use the following classical notation and conventions.
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1. Define the Fourier transform of a function f P L1pRdq by

Fdrf spξq “ pfpξq “

ż

Rd
e´2πix¨ξ fpxq dx.

2. For s P C we write s “ σ ` it, where σ and t are real numbers.

3. We say that α “ Opβq, α ! β, and α À β when |α| ď Cβ for some constant C ą 0,

and they may be used interchangeably. In the subscript, we indicate the parameters

on which such constant C may depend. We say that α » β when α À β and β À α.

Additionally, the notation α “ O˚pβq means that |α| ď β.

4. We denote f “ opgq when limxÑ8 fpxq{gpxq “ 0. We also denote f „ g when

limxÑ8 fpxq{gpxq “ 1.

5. Bεpxq denotes the open ball of center x and radius ε in Rd. If x “ 0 we may simply

write Bε. The Lebesgue measure of a measurable set X is denoted by |X|, and IX
denotes its characteristic function. The dimension d will be clear from context.

6. The function sgn : R Ñ R is defined by sgnptq “ 1, if t ą 0; sgnp0q “ 0; and

sgnptq “ ´1, if t ă 0.

7. We denote by txu the integer part of x, i.e. the largest integer smaller than or equal

to x; and txu :“ x´ txu denotes its fractional part.

8. We say that a measurable function f : Rd Ñ R is eventually non-negative1 if fpxq ě 0

for all sufficiently large |x|.

9. For x P R, we denote x` :“ maxtx, 0u.

10. For a radial function G : Rd Ñ C, we use the notation Gpxq “ Gp|x|q.

11. Sums and products over the variable p run through all prime numbers 2, 3, 5...

12. Γpsq denotes the Gamma function.

13. The function which is identically equal to 0 (resp. 1) is denoted by 0 (resp. 1).

1.2 Uncertainty principles in Fourier analysis

The Fourier transform is certainly one of the most fundamental objects in mathematics

and applied mathematics, as it is used to model a variety of oscillatory phenomena. The ex-

pression Fourier uncertainty appears recurrently in the literature (see [10, 43] for surveys),

1It will be convenient here not to consider only continuous functions in the definition of eventual non-
negativity, as other works in the literature do. Note, however, that we require that f has a non-negative sign
for all |x| ą rpfq, and not only almost everywhere with respect to the Lebesgue measure. Similarly, we may
define the concepts of eventually non-positive and eventually zero.

2



describing many qualitative and quantitative variants of the same underlying principle: that

one cannot have an unrestricted control of a function and its Fourier transform simultane-

ously. In [12], Bourgain, Clozel and Kahane introduced a novel uncertainty principle, in

connection to a problem in algebraic number theory. It essentially says that a function f

and its Fourier transform pf cannot have their negative mass arbitrarily concentrated near

the origin, when facing a competing condition that fp0q ď 0 and pfp0q ď 0. The authors

realized that the essence of the problem was captured by eigenfunctions of the Fourier trans-

form with eigenvalue s “ `1. Later, Cohn and Gonçalves [35] proposed a suitable variant

of the sign uncertainty principle associated to the eigenvalue s “ ´1. To formulate this

precisely, for an eventually non-negative function f : Rd Ñ R, we define

rpfq :“ inftr ą 0 : fpxq ě 0 for all |x| ě ru.

Let s P t`1,´1u denote a sign, and consider the following family of functions:

A˚s pdq “

#

f P L1pRdqzt0u continuous, even, real-valued and such that pf “ sf ;

sfp0q ď 0, f is eventually non-negative.

+

.

We then define

A˚s pdq :“ inf
fPA˚s pdq

rpfq.

Bourgain, Clozel and Kahane [12] (for s “ 1) and Cohn and Gonçalves [35] (for s “ ´1)

showed that

A˚s pdq »
?
d.

Historically, quests to find the sharp forms of functional inequalities have been non-trivial

and beautiful problems, whose solution often reveals new information about the underlying

structures. In this particular case, the sharp forms and extremizers have only been identified

in four special cases. Cohn and Gonçalves observed that the solutions in the cases ps, dq “

p´1, 1q, p´1, 8q and p´1, 24q follow from the recent breakthroughs in the sphere packing

problem by Cohn and Elkies [34], Viazovska [103] and Cohn, Kumar, Miller, Radchenko

and Viazovska [37]. Cohn and Gonçalves then go further by adapting their techniques, and

developing new ones, to settle the case ps, dq “ p`1, 12q.

In Chapter 2, based on the manuscript [A1], we propose a generalized weighted version of

the sign uncertainty principle in Euclidean space. In our setup, the signs of a function and its

Fourier transform resonate with a generic given function P outside of a ball. One essentially

wants to know if and how soon this resonation can happen, when facing a suitable competing

weighted integral condition. All the four eigenvalues of the Fourier transform appear in this

formulation, but the new possibilities go far beyond. Formally, Let P P L1
locpRdq be a real-

valued function that is either even or odd. That is, P p´xq “ p´1qrP pxq for some r P t0, 1u.

3



Then, we consider the following class of functions:

A˚s pP ; dq “

$

’

’

’

’

&

’

’

’

’

%

f P L1pRdqzt0u continuous, real-valued and such that pf “ sirf ;

Pf P L1pRdq;
ş

Rd Pf ď 0 ;

Pf is eventually non-negative.

,

/

/

/

/

.

/

/

/

/

-

.

We also define

A˚s pP ; dq “ inf
fPA˚s pP ;dq

rpPfq.

The original version of the problem corresponds to the particular case P ” 1. In the first

part of the chapter (Theorems 2.3, 2.5 and 2.6), we attempt to push the existing techniques

to their limit, to discuss general situations where the class A˚s pP ; dq is non-trivial and the

presence of suitable admissible conditions that give a generic formulation of the principle.

In the second part of the chapter (Theorem 2.7 and its two corollaries), we introduce the

novel mechanism of dimension shifts, which allows us to relate some of the sign uncertainty

principles under different weights and dimensions. This is especially useful when dealing

with singular weights, and allows us to fully settle the problem (finding sharp constants

and extremizers) in 14 new situations with polynomial weights, modulo symmetries given

by the orthogonal group (Corollary 2.8). For instance, we obtain the following two sharp

constants.

Theorem 1.1 (c.f. Corollary 2.8). Let

P1px1, . . . xdq “ x1 ; P2px1, x2, x3, x4q“
`

x3
1`x

2
1px2´x3q´x1px

2
2`2x2

3q´x
3
2`x

2
2x3`2x2x

2
3

˘

x4.

Then,

A˚`1pP1; 22q “ 2 and A˚`1pP2; 4q “
?

2.

Another interesting special case is that of the sign uncertainty principle with power weights

P pxq “ |x|γ :

Theorem 1.2 (c.f. Corollary 2.9). Let d P N with d ě 5 and let γ ą ´d be a real number.

Assume that γ R
`

´d´3
2 , ´d`3

2

˘

. Then,

b

min
 

d, |d` 2γ|u ! A`1p|x|
γ ; dq !

a

maxtd` γ , ´γu.

The case γ “ 0 corresponds to the original formulation by Bourgain, Clozel, and Kahane. In

the singular case where ´d ă γ ă 0, there are crucial obstructions to the classical arguments

used to establish the sign uncertainty principles in previous works (see the remarks in Section

2.6.3). New tools were therefore needed, and this is where our dimension shifts mechanism,

and other new ideas, came into play.
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1.3 Theory of the Riemann zeta-function and other

L-functions

In this section, we briefly introduce the topics of the articles [A3], [A4], and [A5], which

we will present in detail in Chapters 4, 5 and 6.

1.3.1 The Riemann zeta-function and the distribution of its zeros

Understanding the behavior of the Riemann zeta-function and the distribution of its

zeros is a crucial problem in number theory, being related to the distribution of primes.

The Riemann zeta-function is defined in the half-plane Re s ą 1 by

ζpsq “
8
ÿ

n“1

1

ns
“

ź

p

ˆ

1´
1

ps

˙´1

. (1.3.1)

The Euler product - the product over primes in (1.3.1) - is the starting point of the connection

between this function and the distribution of primes. By partial summation, for Re s ą 1,

ζpsq “ ´s

ż 8

1

txu

xs`1
dx`

s

s´ 1
.

Since the integral in the right-hand side is convergent and analytic for Re s ą 0, this shows

that ζpsq can be analytically continued to a meromorphic function in the half-plane Re s ą 0.

Moreover, it satisfies the functional equation

ζpsq “ 2sπs´1 sinpπs{2qΓp1´ sqζp1´ sq,

which implies that it can be extended to a meromorphic function in the entire plane, with

a simple pole at s “ 1. From the functional equation, one can see that ζp´2nq “ 0 for

all positive integers n, and these are called the trivial zeros. Furthermore, from the Euler

product and the functional equation, one can see that all non-trivial zeros of ζpsq must lie

on the critical strip ts P C : 0 ă Re s ă 1u. The Riemann hypothesis (RH), conjectured

in 1859 [91], states that all non-trivial zeros actually lie on the critical line, Re s “ 1
2 . For

further background on the theory of ζpsq, and its connection to the distribution of primes,

see [41, 69, 84, 102].

Throughout this thesis, we will also sometimes consider other families of L-functions,

which are generalizations of the Riemann zeta-function in different contexts. See [69, Chap-

ter 5] for a general framework regarding the theory of L-functions. In particular, in Chapter

6 we work primarily with Dirichlet L-functions, which were originally introduced to study

primes in arithmetic progressions. For a positive integer q, a Dirichlet character χ (mod q)

is a character of the multiplicative group of units pZ{qZqˆ, extended to a completely mul-

tiplicative q-periodic function over all integers by taking χpnq “ 0 whenever gcdpn, qq ‰ 1

(see e.g. [41, 69] for details). We may consider the Dirichlet L-function defined initially
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(and then analytically continued), for Re s ą 1, by

Lps, χq “
8
ÿ

n“1

χpnq

ns
“

ź

p

ˆ

1´
χppq

ps

˙´1

.

In Chapter 6, we also describe and work with a family of automorphic L-functions, following

a framework in [26]. In Chapter 3, we describe and work with Hecke L-functions, which

generalize Dirichlet L-functions to algebraic number fields, since, as we shall explain therein,

they can codify information about quadratic forms.

Returning to the Riemann zeta-function, let Nptq be the number of zeros ρ “ β ` iγ of

ζpsq such that 0 ă γ ď t and 0 ă β ă 1 (counted with multiplicity, and where the zeros

with γ “ t are counted with weight 1
2). The classical Riemann von-Mangoldt formula states

that

Nptq “
t

2π
log

t

2π
´

t

2π
`

7

8
` Sptq `O

ˆ

1

t

˙

. (1.3.2)

Here, for t ‰ γ,

Sptq “
1

π
arg ζ

ˆ

1

2
` it

˙

,

where the argument is obtained by a continuous variation along the straight line segments

joining the points 2, 2` it and 1
2 ` it, and we take arg ζp2q “ 0. If t “ γ, we define

Sptq “ lim
εÑ0

Spt` εq ` Spt´ εq

2
.

Furthermore, we may define the complex logarithm of ζpsq on the critical line as

log ζp1
2 ` itq :“ log |ζp1

2 ` itq| ` iπSptq.

By equation (1.3.2) and the facts that Sptq ! log t and
şT
0 Sptq dt ! log T , we can think

of Sptq as the difference between the actual and average number of zeros around height t.

Therefore, to understand the distribution of the zeros, we wish to understand the statistical

and oscillatory behavior of Sptq and log |ζp1
2 ` itq|.

From (1.3.2), we expect that there are about δ zeros of ζpsq with ordinates in the interval

rt, t` 2πδ
log T s when 0 ă t ď T and T is large. We define the number variance of the zeros of

ζpsq by
ż T

0

”

N
´

t` 2πδ
log T

¯

´Nptq ´ δ
ı2

dt. (1.3.3)

This quantity has been studied by a number of authors, for instance [5, 6, 45, 46, 47, 50].

By (1.3.2), up to a small error, the integral in (1.3.3) is equal to

ż T

0

”

S
´

t` 2πδ
log T

¯

´ Sptq
ı2

dt.
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1.3.2 The pair correlation conjecture

Before discussing the known properties of Sptq, the number variance of zeta zeros, and

our contributions in the theory, we must make a brief interlude on the pair correlation of

the zeros of ζpsq. In 1973, Montgomery [81] studied finer aspects of the vertical distribution

of the zeros of ζpsq, assuming RH. While studying this distribution, he formulated his pair

correlation conjecture, which states that

ÿ

0ăγ, γ1ďT

0ăγ´γ1ď 2πβ
log T

1 „ NpT q

ż β

0

#

1´

ˆ

sinπu

πu

˙2
+

du, (1.3.4)

as T Ñ8, for any fixed β ą 0, where the sum runs over the ordinates of pairs of non-trivial

zeros of ζpsq.

By (1.3.2), the pair correlation conjecture gives an asymptotic formula for the number

of pairs of zeros whose distance is at most β times the average gap between zeros, 2π
log T .

Based on (1.3.4), Montgomery further conjectured that the imaginary parts of the zeros of

ζpsq behave like the eigenvalues of a random matrix from a certain probability distribution

called the Gaussian Unitary Ensemble (GUE).

Montgomery wanted to understand sums involving the differences pγ ´ γ1q, such as the

left-hand side of (1.3.4). With this goal in mind, for any R P L1pRq such that pR P L1pRq,
Fourier inversion yields the convolution formula

ÿ

0ăγ, γ1ďT

R

ˆ

pγ ´ γ1q log T

2π

˙

wpγ ´ γ1q “
T log T

2π

ż

R
F pαq pRpαq dα,

where we introduce a weight wpuq :“ 4
4`u2 , and Montgomery’s function F pαq is the (suitably

weighted and normalized) Fourier transform of the distribution function of the differences

pγ ´ γ1q. It is defined as

F pαq “ F pα, T q :“
2π

T log T

ÿ

0ăγ, γ1ďT

T iαpγ´γ
1qwpγ ´ γ1q, (1.3.5)

where α P R and T ě 2. Thanks to the convolution formula, to understand sums over

pairs of zeros, and therefore expressions such as the left-hand side of (1.3.4), it is useful to

study the asymptotic behavior of F pαq, for large T . Montgomery [81] and Goldston and

Montgomery [58] showed, assuming RH, that

F pα, T q “ pT´2|α| log T ` |α|q

˜

1`O

˜

d

log log T

log T

¸¸

, (1.3.6)

uniformly for 0 ď |α| ď 1, as T Ñ8. Moreover, Montgomery conjectured that F pα, T q „ 1,

for |α| ě 1 as T Ñ8, uniformly for α in compact intervals. This is the strong pair correlation

conjecture, and it implies (1.3.4) by taking suitable functions R in the convolution formula.
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1.3.3 Selberg’s central limit theorem

We now return to the theory of Sptq, with the goal of understanding the distribution of

the zeros of ζpsq. A celebrated and classical result of Selberg is that the real and imaginary

parts of the logarithm of the Riemann zeta-function are normally distributed on the critical

line. He proved this by estimating moments of Sptq, first assuming RH and then later

without any conditions with the same main term and a slightly weaker error term [93, 94].

Assuming RH, Selberg showed that, for k P N and T ě 3,

T
ż

0

Sptq2k dt “
p2kq!

k!p2πq2k
T plog log T qk

„

1`O

ˆ

1

log log T

˙

. (1.3.7)

In other words, the moments of Sptq are Gaussian. In this way, Selberg [95] deduces a

central limit theorem for Sptq:

lim
TÑ8

1

T
meas

$

&

%

T ď t ď 2T :
πSptq

b

1
2 log log T

P ra, bs

,

.

-

“
1
?
π

b
ż

a

e´x
2{2 dx. (1.3.8)

This tells us πSptq is normally distributed for t P rT, 2T s with mean 0 and variance
1
2 log log T , when T is large. Selberg (unpublished) also considered the moments of log |ζp1

2`

itq|. The details were worked out by Tsang [80], who used Selberg’s methods to prove, as-

suming RH, that

T
ż

0

log2k|ζp1
2 ` itq| dt “

p2kq!

k!22k
T plog log T qk

„

1`O

ˆ

1

log log T

˙

. (1.3.9)

These moments can be calculated unconditionally with a slightly weaker error term. A

corresponding central limit theorem for log |ζp1
2 ` itq|, analogous to (1.3.8), follows from the

work Selberg and Tsang. See Radziwi l l and Soundararajan [90] for a recent and simplified

proof of Selberg’s central limit theorem for log |ζp1
2 ` itq|.

1.3.4 The variance in Selberg’s central limit theorem

Selberg modeled log ζpsq near the critical line using information from the primes and

the zeros of ζpsq. He arrives at the main term in (1.3.7) using information from the primes.

The information about the zeros is cleverly contained in his error term.

Recall that the variance of a distribution is given by its second moment, which corre-

sponds to taking k “ 1 in (1.3.7). Goldston [53] gave a refined estimate for the variance of

Sptq in Selberg’s central limit theorem utilizing finer information from both the primes and

the zeros of ζpsq in his representation of log ζpsq. He does so through methods relying, in

part, on Montgomery’s work [81] on the pair correlation of the zeros of ζpsq. Assuming RH,
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Goldston shows that

T
ż

0

|Sptq|2 dt “
T

2π2
log log T `

aT

π2
` opT q, (1.3.10)

as T Ñ8, where the constant a is given by

a “
1

2

¨

˝γ0 `

8
ÿ

m“2

ÿ

p

ˆ

1

m2
´

1

m

˙

1

pm
`

8
ż

1

F pαq

α2
dα

˛

‚, (1.3.11)

and γ0 is Euler’s constant. Here, the term with F pαq is defined as in (1.3.5), and it captures

the information from the zeros of ζpsq. As initially defined, the constant a actually depends

on T . In Lemma 5.13 we show that this dependence is mild (see also [53, Theorem 2]).

1.3.5 The antiderivatives of Sptq

Littlewood [76, 77] and Selberg [93, 94] investigated the behavior of Sptq using its an-

tiderivatives Snptq. Setting S0ptq “ Sptq we define, for n ě 1 an integer and t ą 0,

Snptq “

ż t

0
Sn´1pτq dτ ` δn ,

where δn is a specific constant depending on n (see the full definition in Chapter 4). As-

suming the Riemann hypothesis, Littlewood showed that, for n ě 1,

Snptq “ O

ˆ

log t

plog log tqn`1

˙

and

ż T

0
Snptq

2 dt “ OpT q,

revealing a powerful cancellation due to the oscillatory behavior of Sptq. Fujii [49] obtained

the first-order term in the even moments of Snptq using Selberg’s method. In the manuscript

[A3], we estimate the second moment of Snptq up to the second-order term, using Goldston’s

method.

Theorem 1.3 (c.f. Theorem 4.1). Assume the Riemann hypothesis. For n ě 1, as T Ñ8,

we have

ż T

0
|Snptq|

2 dt “
Cn
2π2

T `
T

2π2 plog T q2n

„
ż 8

1

F pαq

α2n`2
dα´

1

2n



`O

ˆ

T
?

log log T

plog T q2n`1{2

˙

.

We give expressions for the constants Cn in Chapter 4. While our approach is based

on generalizing Goldston’s method, there are additional technical challenges involved. In

particular, we introduce a family of new auxiliary functions associated to Snptq and take

advantage of their properties to reveal a surprising cancellation between two of the main

terms. Furthermore, there are new difficulties from dealing with both the real and imaginary

parts of the logarithm of ζpsq, which is necessary to model Snptq in terms of information

9



from both the primes and the zeros of ζpsq. We give further details on the manuscript [A3]

in Chapter 4.

1.3.6 Number variance of zeta zeros

In the manuscript [A4], we study the number variance of zeta zeros, defined in (1.3.3).

Up to a small error, this equals

ż T

0

„

S

ˆ

t`
2πδ

log T

˙

´ Sptq

2

dt. (1.3.12)

In 1988, Berry [5] conjectured an asymptotic formula for (1.3.12), by using a conjectural

model of the imaginary parts of zeros of ζpsq as the eigenvalues of a quantum Hamiltonian

operator. This model gives more precise predictions than those of GUE matrices: in the

universal regime of his model, when δ “ oplog T q, his conjectured asymptotic formula for

(1.3.12) matches exactly the variance of GUE random matrices; while the non-universal

regime of his model, when δ " log T , is no longer described by the predictions of GUE,

and incorporates additional input from the primes. In 1990, Fujii [46] proved an asymptotic

formula for (1.3.12), assuming RH, in the universal regime where δ “ oplog T q. In particular,

assuming RH and the strong pair correlation conjecture, he proves Berry’s conjecture in the

universal regime.

Our main result in the manuscript [A4] is an asymptotic formula for (1.3.12), assuming

RH, for any δ “ oplog3 T q (see Theorem 5.2 below). In particular, this includes both the

universal and non-universal regimes, and allows a better understanding of the behavior for

different sizes of δ. To achieve this, we must overcome significant technical challenges, as

new main terms arise and we require a more careful consideration of the error terms. Our

result relies on finer information from both the primes and the zeros of ζpsq, requiring

information beyond pair correlation. In particular, we require a variation of Montgomery’s

function F pαq introduced by Chan [23] in his study of the pair correlation of zeros in longer

ranges. To the best of our knowledge, this is the first time that information about pair

correlation in longer ranges has been rigorously applied to study the number variance of

zeta zeros.

In the universal regime where δ “ oplog T q, our result reduces to Fujii’s. Moreover,

assuming RH and a generalization of the strong pair correlation conjecture due to Chan,

our result implies Berry’s conjecture in the non-universal regime. In Chapter 5, we will give

the details of these results and say more on their history.

1.3.7 The pair correlation of zeros of families of L-functions

In this section, we briefly describe the manuscript [A5], which we will describe in detail

in Chapter 6. In [A5], our starting point is the following relation, proved by Goldston [54]:
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the pair correlation conjecture (1.3.4) is equivalent to the statement

1

`

ż b``

b
F pα, T q dα „ 1, (1.3.13)

as T Ñ8, for any fixed b ě 1 and ` ą 0, where F is defined in (1.3.5).

Recently, Carneiro, Chandee, Chirre, and Milinovich [16] studied these averages of F

over bounded intervals, by developing a general theoretical framework that relates them

to some extremal problems in Fourier analysis. This was inspired by some constructions

of Goldston [53] and Goldston and Gonek [56]. As a corollary of their general theoretical

framework, and approximating the solutions of the associated Fourier optimization problems

via numerical examples, they showed that, for any b ě 1 and for sufficiently large fixed `,

as T Ñ8, we have

0.927818` op1q ď
1

`

ż b``

b
F pα, T q dα ď 1.330174` op1q. (1.3.14)

Montgomery [81] also suggested the investigation of the pair correlation of zeros of a family

of Dirichlet L´functions in the q-aspect. One wishes to study the distribution of the low-

lying zeros of Lps, χq, on average over Dirichlet characters χ (mod q), and over Q ď q ď

2Q. Following the framework of [27], we define the q-analogues as follows2. Assume the

generalized Riemann hypothesis for Dirichlet L-functions (GRH). Let Φ : R Ñ R be such

that

rΦpsq “

ˆ

es ´ e´s

2s

˙2

,

where rΦ denotes the Mellin transform. Let W be a smooth, non-negative function with

compact support in p1, 2q. We define the q-analogue of NpT q as

NΦpQq :“
ÿ

q

W pq{Qq

φpqq

ÿ̊

χ pmod qq

ÿ

γχ

|rΦpiγχq|
2,

where the second sum (indicated by the superscript *) is over all primitive Dirichlet char-

acters (mod q), and the last sum is over all non-trivial zeros 1{2 ` iγχ of Lps, χq. Define

the q-analogue of F pα, T q as

FΦpαq “ FΦpα,Qq :“
1

NΦpQq

ÿ

q

W pq{Qq

φpqq

ÿ̊

χ pmod qq

ÿ

γχ

|rΦpiγχqQ
iαγχ |2.

In analogy to Montgomery’s results for F pαq, Chandee, Lee, Liu and Radziwi l l [27] proved

an asymptotic formula for FΦpαq for |α| ă 2, showing, in particular, that FΦpαq „ 1 when

1 ď |α| ă 2. Moreover, they conjectured that FΦpαq „ 1 for all |α| ě 1, in analogy with

2For simplicity, here we present a special case of the framework in [27]. In Chapter 6, we present a
slightly more general framework
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Montgomery’s original conjecture for F pαq. Our main result in the manuscript [A5] gives

evidence for this conjecture.

Theorem 1.4 (c.f. Theorem 6.2). Let b ě 1, and assume GRH for Dirichlet L-functions.

For sufficiently large fixed `, as QÑ8, we have

0.982144` op1q ă
1

`

ż b``

b
FΦpα,Qq dα ă 1.077542` op1q.

We highlight that our upper and lower bounds are very close to the conjectured value of

1. To prove our result, we develop a framework for estimating these integrals over bounded

intervals via Fourier analysis, extending that of [16]. We take advantage of the new informa-

tion available when |α| P r1, 2q, from [27]. This leads to slightly different Fourier extremal

problems. After arriving at our Fourier extremal problems, we then numerically optimize

the bounds. Since the functionals in the associated extremal problems are not smooth,

we apply the principal axis method of Brent [13], which is an algorithm for unconstrained

non-smooth optimization.

1.4 Integers represented by quadratic forms

In this section, we briefly describe the research article [A2], which we will explore in

Chapter 3. Here, we combine tools from Fourier analysis, analytic number theory and

algebraic number theory to obtain several new estimates regarding integers and primes

represented by quadratic forms. We have two main themes that are ubiquitous in this

investigation. First, we use the well-known theme that propositions about quadratic forms

can be stated in two other equivalent languages: ideals of number fields and lattices. We use

all three points of view to our advantage in different parts of the article. Our second theme

is the use of Fourier analysis, in the following way: we begin by finding a summation formula

that connects our object of study with an arbitrary function and its Fourier transform; then,

we choose an appropriate test function that recovers the desired information in an optimized

manner. We give further background on these topics in Chapter 3.

Given a positive-definite quadratic form fpu, vq “ au2 ` buv` cv2 and an integer ` ě 2,

we first consider the congruence sum

ÿ

nďx
`|n

rf pnq, (1.4.1)

where rf pnq is the number of representations of n by the form f . This is motivated by its

utility in sieve methods. When fpu, vq “ u2 ` v2 and ` “ 1, estimating (1.4.1) is the Gauss

Circle Problem. We show:

Theorem 1.5 (c.f. Theorem 3.1). Let fpu, vq “ au2 ` buv ` cv2 be a positive definite

quadratic form of discriminant ´D “ b2 ´ 4ac ă 0 and let ` ě 1 be an integer. Then, for
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x ě 3 we have

ÿ

1ďnďx
`|n

rf pnq “
2π
?
D
gp`qx`Of,`

´

x1{3
¯

,

where

gp`q “
1

`2
tu, v P Z : 0 ď u, v ď ` and ` | fpu, vqu.

This improves the error term in a result of Zaman [109, Proposition 7.1], who established

a similar result with error term Of,`px
1{2q. We also make the dependence on f and ` explicit

in the error term; see Theorem 3.1 below for the full statement. Higher moments of rf pnq

(with ` “ 1) have also been studied by Blomer and Granville [8].

Following the themes above, we first find and prove a summation formula associated

with the coefficients rf pnq over multiples of `, relating it to an arbitrary function and its

Fourier transform. These types of Fourier summation formulas are classical, being related

to the modularity of a certain theta series associated to f and to a discrete periodic function

χ, the latter which allows us to filter the congruence condition ` | n. To prove the specific

formula we need, we use Poisson summation for the lattice associated to the form f , and

the discrete Fourier expansion of the function χ.

Using Theorem 1.5 and Selberg’s sieve, we obtain a Brun-Titchmarsh-type upper bound

for the number of primes represented by f in short intervals, of the form

πf pxq ´ πf px´ yq ď pCf ` op1qq
y

log y
, (1.4.2)

in the range x1{3`ε À y ď x3{5, where πf pxq is the number of primes less than x that are

represented by f . Our constants are explicit; for instance, we are especially interested in

the following new corollary:

πf px`
?
xq ´ πf pxq ď p28` op1qq

x

hp´Dq log x
, (1.4.3)

where hp´Dq is the class number. Our result (1.4.2) improves another result of Zaman [109,

Theorem 1.4], which established a similar bound in longer intervals, in the range x1{2`ε À

y ď x. Then, we used our corollary (1.4.3) and a Fourier optimization approach of Carneiro,

Milinovich and Soundararajan [22] to obtain a Cramér-type result on the maximum gap

between consecutive primes represented by a given form f .

Theorem 1.6 (c.f. Corollary 3.6). Let fpu, vq “ au2 ` buv ` cv2 be a positive definite

quadratic form of discriminant ´D “ b2 ´ 4ac ă 0. Let pn,f be the n-th prime number

represented by f . Assuming the generalized Riemann hypothesis for Hecke L-functions, we

have

lim sup
nÑ8

pn`1,f ´ pn,f
?
pn,f log pn,f

ă 1.837hp´Dq. (1.4.4)
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Our corollary (1.4.3) plays a role in optimizing the value of the constant 1.837 above,

and here the extended range that comes from (1.4.2) is required. The constant 28 in (1.4.3)

plays a role in this optimization, and optimizing this latter constant required obtaining a

good explicit dependence on the parameter ` in Theorem 1.5 above.

Returning to our two themes, here it is convenient to work in the language of ideals of

quadratic fields, to combine the machinery of Hecke characters and Hecke L-functions with

the approach of Carneiro, Milinovich and Soundararajan. The approach is based on the

explicit formula, which is another Fourier summation formula relating prime numbers with

the zeros of an L-function. In our case, we establish a version of the explicit formula that

averages over all Hecke characters in a given congruence class group. Then, we take advan-

tage of heuristics from the uncertainty principle discussed above, combined with numerical

experimentation, to find a (near) optimal function that establishes Theorem 1.6 (see Section

3.7 for the relation between the uncertainty principle and this problem).
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Chapter 2

Uncertainty principles in Fourier

analysis

This chapter is comprised of the paper [A1]. Our goal is to formulate a generalized version

of the sign uncertainty principle for the Fourier transform, and identify sharp constants

where possible. Furthermore, we introduce a new mechanism to establish sign uncertainty

principles (see Theorem 2.7), which works in some settings where the previous tools in the

literature may not easily apply.

2.1 Introduction

2.1.1 Background

As mentioned in the Introduction, the uncertainty principle roughly states that one can-

not have an unrestricted control of a function and its Fourier transform simultaneously. The

uncertainty paradigm is directly related to different sorts of Fourier optimization problems.

Generically speaking, these are problems in which one imposes suitable conditions on a func-

tion and its Fourier transform, and seeks to optimize a certain quantity of interest. There

are surprising applications of such problems, for instance, in the theory of the Riemann

zeta-function [18, 19, 28], in bounding prime gaps [22] and in the theory of sphere packings

[34, 37, 103].

A classical version of Heisenberg’s uncertainty principle establishes that a function and

its Fourier transform cannot simultaneously have their mass arbitrarily concentrated near

the origin. This can be mathematically formulated as (see, for instance, [43, Corollary 2.8])

||f ||22 ď
4π

d

›

›|x|f
›

›

2
¨
›

›|ξ| pf
›

›

2
, (2.1.1)

for any f P L2pRdq. One may ask what happens if, instead of the total mass, one considers

the concentration of negative mass of a function and its Fourier transform near the origin.

In [12], Bourgain, Clozel and Kahane introduced a novel uncertainty principle that addresses
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this question, in connection to the study of real zeros of zeta functions over number fields

and bounds for the associated discriminants. In their setup, the trade-off is between the

sign of a function at infinity (or more precisely, the last sign change of the function), and

a competing local condition for the transform at the origin. This uncertainty principle was

later quantitatively refined by Gonçalves, Oliveira e Silva and Steinerberger in [61], who also

studied its extremizers. More recently, Cohn and Gonçalves [35] went further in the topic,

building on the fact that the original uncertainty principle of Bourgain, Clozel and Kahane

[12] is suitably associated to eigenfunctions of the Fourier transform with eigenvalue `1, by

posing an analogous principle associated to the eigenvalue ´1.

The sign uncertainty principles of [12, 35, 61] can be formulated as follows. Recall that

for an eventually non-negative function f : Rd Ñ R, we defined

rpfq :“ inftr ą 0 : fpxq ě 0 for all |x| ě ru.

Let s P t`1,´1u denote a sign, and consider the following family of functions:

Aspdq “

$

’

&

’

%

f P L1pRdqzt0u continuous, even, real-valued and such that pf P L1pRdq;
sfp0q ď 0, pfp0q ď 0;

f and s pf are eventually non-negative.

,

/

.

/

-

.

(2.1.2)

We then define

Aspdq :“ inf
fPAspdq

b

rpfq . r
`

s pf
˘

, (2.1.3)

which turns out to be a natural object of interest since rpfq . r
`

s pf
˘

is invariant under

rescalings of the function f . The following assertion holds.

Theorem 2.1 (Bourgain, Clozel and Kahane [12] (s “ `1) ; Cohn and Gonçalves [35]

(s “ ´1)). Let s P t`1,´1u. Then there exist strictly positive universal constants c and C

such that

c
?
d ď Aspdq ď C

?
d. (2.1.4)

In particular note that Aspdq ą 0. Quantitatively speaking, from [12, 35, 61], estimate

(2.1.4) holds with c “ p2πeq´1{2 for s “ ˘1; C “ p2πq´1{2 ` odp1q for s “ `1; and

C “ 0.3194 . . .`odp1q for s “ ´1. An important step in the proof of Theorem 2.1 is the fact

that one can reduce the search for the infimum in (2.1.3) to a restricted class A˚˚s pdq Ă Aspdq

given by

A˚˚s pdq “

$

’

&

’

%

f P L1pRdqzt0u continuous, radial and real-valued: pf “ sf ;

fp0q “ 0;

f is eventually non-negative.

,

/

.

/

-

.

This is how the eigenfunctions of the Fourier transform appear in connection to these prob-

lems. The existence of extremizers for Aspdq (i.e. functions that realize the infimum in
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(2.1.3)) in this restricted class was established in [61] for s “ `1 and in [35] for s “ ´1.

The exact values of Aspdq are only known in four particular cases, discovered in some

of the most influential works at the interface between analysis and number theory over

the last years. Firstly, the celebrated works on the sphere packing problem via linear

programming bounds [34, 37, 103] yield the sharp versions of the p´1q-uncertainty principle

in dimensions d “ 1, 8 and 24 as corollaries (see the extended remark at the end of this

subsection for the precise connection). In these cases, the optimal lower bound can be

established via the classical Poisson summation formula (for the E8-lattice in dimension

d “ 8, and for the Leech lattice in dimension d “ 24). The formula then hints on the

appropriate interpolating conditions of the extremal functions. In dimension d “ 1, the

function fpxq “ sin2pπxq{px2 ´ 1q is a bandlimited extremizer; see also the earlier work of

Logan [78]. In each of the dimensions d “ 8 and 24, a radial Schwartz extremal eigenfunction

(with prescribed values for the function and its radial derivative at the radii t
?

2n ; n P

Nuq is constructed via the impressive machinery introduced by Viazovska [103] on Laplace

transforms of modular forms; see also the recent work [36]. Secondly, the recent work of

Cohn and Gonçalves [35] establishes the sharp version of the p`1q-uncertainty principle of

Bourgain, Clozel and Kahane in the special dimension d “ 12, where the optimal lower

bound now comes from a Poisson summation formula for radial Schwartz functions on R12

derived from the Eisenstein series E6, and an explicit radial Schwartz extremal eigenfunction

is constructed by further exploring the ideas of Viazovska [103]. We now compile such results.

Theorem 2.2. Let s P t`1,´1u and let Aspdq be defined by (2.1.3). Then

(i) (Corollaries of Cohn and Elkies [34] (d “ 1), Viazovska [103] (d “ 8) and Cohn,

Kumar, Miller, Radchenko and Viazovska [37] (d “ 24)) .

A´1p1q “ 1 ; A´1p8q “
?

2 ; A´1p24q “ 2. (2.1.5)

(ii) (Cohn and Gonçalves [35]).

A`1p12q “
?

2. (2.1.6)

It is not known in general whether the search for the infimum in (2.1.3) can be restricted

to Schwartz functions. This is only known to be true in the cases of Theorem 2.2 and

in the additional case ps, dq “ p`1, 1q, recently established in [60]. It is conjectured that

A´1p2q “ p4{3q
1{4 and that A`1p1q “ p2ϕq

´1{2, where ϕ “ p1 `
?

5q{2 is the golden ratio;

see [59, Conjectures 1.6 and 1.7]. The recent work [59] considers extensions of the p˘1q-sign

uncertainty principles to a more abstract operator setting, with very interesting applica-

tions to Fourier series and spherical harmonics, among others, and it will have important

connections to the present paper. In a nutshell, this is the state of the art in this problem.

A natural question that arises is the following: would there be suitable formulations of

the sign uncertainty principle associated to the remaining eigenvalues ˘i? This was one of
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the original motivations for this work and, as we shall see, it will drive us to more general

versions of such principles in the Euclidean space.

Remark. (Connection between sign Fourier uncertainty and sphere packing). In [34, The-

orem 3.2], Cohn and Elkies considered the following Fourier optimization problem, now

regarded as the linear programming bound for the sphere packing problem. Consider the

class

ALP pdq “

$

’

’

’

’

&

’

’

’

’

%

g P L1pRdqzt0u continuous, even, real-valued and such that pg P L1pRdq;
gp0q “ pgp0q “ 1;

´g is eventually non-negative;

pg is non-negative;

,

/

/

/

/

.

/

/

/

/

-

,

and define

ALP pdq :“ inf
gPALP pdq

rp´gq.

They showed that, given any sphere packing P Ă Rd of congruent balls, its upper density

∆pPq (i.e. the fraction of the space covered by the balls in the packing; see [34, Appendix

A] for details) satisfies

∆pPq ď ALP pdqd |B 1
2
|.

Numerical experiments suggested that this bound was sharp in dimensions d “ 1, 2, 8 and

24, the latter three for the honeycomb, E8 and Leech lattices, respectively. It was already

pointed out in [34] that ALP p1q “ 1. In [37], Viazovska found the extremal function to show

that ALP p8q “
?

2, hence establishing the optimality of the E8-lattice in d “ 8. Later, Cohn,

Kumar, Miller, Radchenko and Viazovska [37] found the extremal function to show that

ALP p24q “ 2 and established the optimality of the Leech lattice in d “ 24. It is a classical

theorem, proved by other methods, that the honeycomb lattice is optimal if d “ 2; see

e.g. [67]. Hence, it is conjectured that ALP p2q “ p4{3q1{4, but the corresponding extremal

function has not yet been discovered. The connection between the p´1q-uncertainty principle

and the linear programming bound is simple: if g P ALP pdq observe that f :“ pg´g P A´1pdq

and that rpfq ď rp´gq. Hence, one plainly has A´1pdq ď ALP pdq. It is conjectured that, in

fact, one has A´1pdq “ ALP pdq for all d ě 1 (see [34, Conjecture 8.2], [35] and [59]) but, so

far, this has only been established in the cases given by (2.1.5).

2.1.2 Generalized sign Fourier uncertainty

In what follows we write x “ px1, x2, . . . , xdq P Rd for our generic variable (from now

on used for both f and pf). Related to (2.1.1), there exist Heisenberg-type principles in the

literature that say that f and pf cannot be simultaneously concentrated around the zero set

of a function Q : Rd Ñ R. For instance, when Q is a non-degenerate quadratic form on Rd,
a corollary of a theorem of Shubin, Vakilian and Wolff [96] (see also [10, Corollary 2.20])
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establishes

||f ||22 ď C
›

›Qf
›

›

2
¨
›

›Q pf
›

›

2
(2.1.7)

for f P L2pRdq, while Demange [42] establishes (2.1.7) when Qpxq “ |x1|
γ1 |x2|

γ2 . . . |xd|
γd

with γj ą 0 for 1 ď j ď d. In a vague analogy to such results, we now consider a situation

where the signs of f and pf at infinity are prescribed by a given generic function P that we

now describe.

Throughout the paper we let P : Rd Ñ R be a measurable function, not identically zero

on Rdzt0u, verifying:

(P1) P P L1
locpRdq.

(P2) P is either even or odd. We let r P t0, 1u be such that

P p´xq “ p´1qrP pxq (2.1.8)

for all x P Rd.

We shall also consider the following pool of additional assumptions. In each of our results

below, an appropriate subset of these may be required.

(P3) P is annihilating in the following sense: if f P L1pRdq is a continuous eigenfunction of

the Fourier transform such that Pf is eventually zero then f “ 0.

(P4) P is homogeneous. That is, there is a real number γ ą ´d such that

P pδxq “ δγP pxq (2.1.9)

for all δ ą 0 and x P Rd.

(P5) The sub-level set Aλ “ tx P Rd : |P pxq| ď λu has finite Lebesgue measure for some

λ ą 0.

(P6) The sub-level set Aλ “ tx P Rd : |P pxq| ď λu is bounded for some λ ą 0.

(P7) P P L8locpRdq.

(P8) P e´λπ|¨|
2
P L1pRdq for all λ ą 0.

(P9) (Sign density) For each x P Rdzt0u such that P pxq ‰ 0 we have

lim inf
εÑ0

ˇ

ˇty P Rd : P pyqP pxq ą 0u XBεpxq
ˇ

ˇ

ˇ

ˇBεpxq
ˇ

ˇ

ą 0.

19



Remark. Condition (P3) above holds in a variety of situations. A simple one would be

if the set tx P Rd : P pxq ‰ 0u is dense in Rd (in this case, Pf eventually zero implies

that f has compact support). Another one is if the set tx P Rd : P pxq “ 0u has finite

Lebesgue measure (hence (P6) implies (P5) that implies (P3)). In this case, Pf eventually

zero implies that f is supported on a set of finite measure, and hence f “ 0 by Lemma 2.12

below. Note also that (P1) and (P4) imply (P8).

We investigate the sign uncertainty principles in a more general setting as follows. In

our formulation, it will be convenient to think of the competing conditions at the origin

as weighted integrals over Rd, via the Fourier transform. In this sense, the conditions

sfp0q ď 0 and pfp0q ď 0 appearing in (2.1.2) should be viewed as
ş

Rd s
pf ď 0 and

ş

Rd f ď 0,

respectively. Assume that our function P verifies properties (P1), (P2), (P3) and (P4) above

and let s P t`1,´1u be a sign. Consider the following class of functions, with suitable parity

and integrability conditions (note that we move to a slightly different notation to denote

the dependence on the function P ),

AspP ; dq “

$

’

’

’

’

&

’

’

’

’

%

f P L1pRdqzt0u continuous, real-valued and such that fp´xq “ p´1qrfpxq;
pf, Pf, P pf P L1pRdq;
ş

Rd Pf ď 0 ,
ş

Rd sp´iq
rP pf ď 0;

Pf, sp´iqrP pf are eventually non-negative.

,

/

/

/

/

.

/

/

/

/

-

.

(2.1.10)

As before, let us define

AspP ; dq “ inf
fPAspP ;dq

b

rpPfq . r
`

sp´iqrP pf
˘

. (2.1.11)

Note that if f P AspP ; dq, any rescaling fδpxq :“ fpδxq, for δ ą 0, also belongs to AspP ; dq,

and the product rpPfq . r
`

sp´iqrP pf
˘

is invariant. This is due to condition (P4).

A particularly interesting case is when P is a homogeneous polynomial of degree γ P

N Y t0u in d variables. In this case, the integral conditions in the definition of AspP ; dq

are equivalent to conditions given by the differential operator associated to P applied to f

and pf and evaluated at the origin (provided f and pf are sufficiently smooth). Note that,

in principle, we do not require in this case that |x|γf, |x|γ pf P L1pRdq, but only the minimal

integrability condition Pf, P pf P L1pRdq. The class Aspdq considered in (2.1.2) corresponds

to the case P “ 1.

The question on whether the uncertainty principle holds for the families AspP ; dq, and

even the question on whether these families are at least non-empty, may possibly depend on

the function P ; and finding necessary and sufficient conditions seems to be a subtle issue.

Before moving into that discussion, let us observe that we can restrict the search to a certain
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subclass A˚s pP ; dq Ă AspP ; dq of eigenfunctions defined by

A˚s pP ; dq “

$

’

’

’

’

&

’

’

’

’

%

f P L1pRdqzt0u continuous, real-valued and such that pf “ sirf ;

Pf P L1pRdq;
ş

Rd Pf ď 0 ;

Pf is eventually non-negative.

,

/

/

/

/

.

/

/

/

/

-

.

(2.1.12)

We also define

A˚s pP ; dq “ inf
fPA˚s pP ;dq

rpPfq. (2.1.13)

Assuming that the class AspP ; dq is non-empty, we claim that A˚s pP ; dq is also non-empty

and that

AspP ; dq “ A˚s pP ; dq. (2.1.14)

To see this, start with any function f P AspP ; dq. By taking an appropriate rescaling fδpxq :“

fpδxq, we may assume that rpPfq “ r
`

sp´iqrP pf
˘

. Observe that sp´iqr pf P AspP ; dq and let

w “ f ` sp´iqr pf.

Then pw “ sirw,
ş

Rd Pw ď 0 and rpPwq ď rpPfq. Note that w is not identically zero. In

fact, if w “ 0, we would have Pf and sp´iqrP pf “ ´Pf eventually non-negative, which

would make Pf eventually zero. By condition (P3) we would have f “ 0, a contradiction.

Hence w P A˚s pP ; dq and does a job at least as good as the original f .

This is how the eigenfunctions of the Fourier transform (now with all possible eigenval-

ues) play a role in this discussion. Observe that we may consider directly the eigenfunction

extremal problem described in (2.1.12) - (2.1.13). In this case, we do not need to assume

conditions (P3) and (P4) for our function P : Rd Ñ R, leaving us essentially with the fully

generic setup of (P1) and (P2). When we consider the eigenfunction formulation in the

results below, the reader should keep in mind the original formulation (2.1.10) - (2.1.11),

and identity (2.1.14), if applicable.

Note that all of our conditions (P1) – (P9) are invariant under rotations and reflections.

Letting Opdq be the group of linear orthogonal transformations in Rd, if R P Opdq one can

verify that A˚s pP ; dq “ A˚s pP ˝ R; dq and AspP ; dq “ AspP ˝ R; dq by a suitable change of

variables.

It is important to emphasize that we do not identify functions P that are equal almost

everywhere with respect to the Lebesgue measure. In fact, even if two functions P1 and P2

are equal a.e., the two problems (2.1.12) - (2.1.13) that they generate may be very different.

Consider for example, in dimension d “ 1, P1 “ 1 and P2pxq “ 1 for all x P RztanunPZ,

P2panq “ ´1, where tanunPN is a given sequence of points with limnÑ8 |an| “ 8. Any

function f P A˚s pP2; 1q will necessarily have zeros at an for n ě n0. In this regard, even

problems where P pxq “ 0 a.e. are non-trivial, and we quickly realize that we are in a vastly

uncharted territory.
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We first move in the direction of identifying some important situations when these classes

are non-empty and providing reasonable upper bounds.

Theorem 2.3 (Non-empty classes and upper bounds). Let P : Rd Ñ R be a function

verifying properties (P1), (P2) and (P8). Assume that P “ H .Q, where H : Rd Ñ R is

a homogeneous and harmonic polynomial of degree ` ě 0, and Q : Rd Ñ R is eventually

non-negative. Then A˚s pP ; dq is non-empty. If, in addition, P verifies (P4), letting r as in

(2.1.8) and γ ą ´d as in (2.1.9) we have

A˚s pP ; dq ď

c

maxtd` `` γ , `´ γu

2π
`Op1q,

with the implied constant being universal; in fact, when s i``r “ ´1 and ´d ă γ ď ´d
2 we

have

A˚s pP ; dq “ 0.

Remark. Note that in Theorem 2.3 we may have ` ą γ. A simple example would be

P pxq “ sgnpx1q, in which Hpxq “ x1, and Qpxq “ sgnpx1q{x1 for x1 ‰ 0 and zero otherwise.

We shall not be particularly interested in more explicit quantitative estimates for the upper

bounds here.

There is an interesting relationship between the sign uncertainty principles and other

classical uncertainty principles. For our purposes, the relevant inequality would be an

analogue of (2.1.7), with L1-norms on the right-hand side. For instance, a basic application

of the Hausdorff-Young inequality yields

}f}22 ď }f}1 }
pf}1

for any f P L2pRdq, and similar ideas used to prove (2.1.1), coupled with the Hausdorff-

Young inequality, yield

}f}22 ď 4π }x1f}1 }x1
pf}1 (2.1.15)

for any f P L2pRdq (see, for instance, [43, Corollary 2.6 and Section 3]). By a change of

variables given by any R P Opdq we see that (2.1.15) holds with the function x1 replaced by

any linear homogeneous polynomial in x1, x2, . . . , xd. Motivated by such examples we now

define a class of admissible functions P that will play an important role in our study. As

we shall see, this will be an asset (but not the only one) in establishing sign uncertainty

principles.

Definition 2.4 (Admissible functions). A function P : Rd Ñ R verifying properties (P1)

and (P2) is said to be admissible if there exists an exponent q with 1 ď q ď 8 and a positive

constant CpP ; d; qq such that:

(i) For all f P L1pRdq, with pf “ ˘irf and Pf P L1pRdq, we have

||f ||q ď CpP ; d; qq }Pf}1. (2.1.16)
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(ii) If q ą 1 we have P P Lq
1

locpR
dq. If q “ 1 we have limrÑ0` }P }L8pBrq “ 0.1

The fact that pf “ ˘irf , together with the Hausdorff-Young inequality, directly implies

that }f}q ď }f}1 for all 1 ď q ď 8. Hence, if (2.1.16) holds for q “ 1, it holds for any

exponent 1 ď q ď 8 with CpP ; d; qq ď CpP ; d; 1q. The finiteness of the sub-level sets is

related to the concept of admissibility as our next result shows.

Theorem 2.5 (Sufficient conditions for admissibility). Let P : Rd Ñ R be a function

verifying properties (P1), (P2) and (P5). Then inequality (2.1.16) holds with q “ 1. In

particular, P is admissible with respect to q “ 8. If, in addition, P verifies property (P4)

with degree γ ě 0 in (2.1.9), we can bound the constant CpP ; d; 1q as:

(i) If γ “ 0 then

CpP ; d; 1q ď
`

ess inf|P |
˘´1

ă 8. (2.1.17)

(ii) If γ ą 0 then

CpP ; d; 1q ď
´

1`
γ

d

¯

„ˆ

1`
d

γ

˙

|A1|



γ
d

. (2.1.18)

Remark. Note that in the case P homogeneous of degree γ ą 0, the sub-level set Aλ has

finite measure (for any λ ą 0) if and only if

ż

Sd´1

|P pωq|´d{γ dσpωq ă 8,

where σ denotes the surface measure on the unit sphere Sd´1 Ă Rd.

In light of example (2.1.15), note that Theorem 2.5 is not a necessary condition for a

function P to be admissible. We are now in position to present a general version of the sign

uncertainty principle associated to a function P .

Theorem 2.6 (Sign uncertainty). Let P : Rd Ñ R be a function verifying properties (P1)

and (P2). Assume that the class A˚s pP ; dq is non-empty and that P is admissible with

respect to an exponent 1 ď q ď 8. Then there exists a positive constant C˚pP ; d; qq such

that

A˚s pP ; dq ě C˚pP ; d; qq. (2.1.19)

Moreover,

(i) If P verifies properties (P5), (P7) and (P9), there exist extremizers for A˚s pP ; dq.

(ii) If P verifies properties (P4) and (P7), with degree γ ě 0 in (2.1.9) and K :“

}P }L8pB1q,

C˚pP ; d; qq ě

˜

pd` γq1qΓpd{2q

2π
d
2 p2KCqq1

¸
1

pd`γq1q

, (2.1.20)

1Throughout this chapter 1{q ` 1{q1 “ 1.
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where C “ CpP ; d; qq as in (2.1.16). If q “ 1 (and hence γ ą 0), the right-hand side

of (2.1.20) should be understood as p2KCq´1{γ.

Remark. The constant C˚pP ; d; qq in (2.1.19) will be described in the proof. In the homo-

geneous case (ii) above, under (P5), we can use the fact that CpP ; d; qq ď CpP ; d; 1q and

(2.1.17) - (2.1.18) to get explicit lower bounds in (2.1.20) (that could be then optimized over

q). In the original case P “ 1 of Theorem 2.1, we can simply choose q “ 8 to recover the

lower bound 1?
π

`

1
2Γ

`

d
2 ` 1

˘˘1{d
ą

?
d?

2πe
as in [12, Theorem 3] and [35, Theorem 1.4]. We

shall see that, once the non-emptiness and admissibility conditions are in place, the proof of

(2.1.19) is rather simple, following the somewhat rigid original scheme of Bourgain, Clozel

and Kahane [12]. One then realizes that the crux of the matter here is in fact obtaining

such conditions, and that is where results like Theorems 2.3 and 2.5 enter. When q “ 8,

there is an alternative approach to arrive at the same qualitative conclusion as in (2.1.19)

via the operator framework of [59, Theorem 1], as communicated to us by F. Gonçalves. In

that statement one could consider pX,µq “ pY, νq “ pRd, |P | dxq; p “ q “ 2; b “ c “ 1; and

F “ tpsgnpP qf, s¨sgnpP qfq ; f P A˚s pP ; dqu. The relevant condition that needs to be checked

is that } sgnpP qf}L8pRd,νq ď a } sgnpP qf}L1pRd,µq. This follows from the admissibility condi-

tion (2.1.16) with q “ 8 (which for instance, under (P5), follows from Theorem 2.5) since

} sgnpP qf}L8pRd,νq ď }f}L8pRdq ď CpP ; d;8q}Pf}L1pRdq “ CpP ; d;8q} sgnpP qf}L1pRd,µq.

Then, with r “ rpPfq, [59, Theorem 1, Eq. (1.4)] yields
›

›P IBr
›

›

1
ě

`

4CpP ; d;8q
˘´1

, qual-

itatively as in (2.4.2) below. There are also occasions, as exemplified in (2.1.15), where the

admissibility exponent q is not, in principle, 1 or 8.

As already mentioned, Theorems 2.3 and 2.5 can be used to generate a great variety

of examples where the hypotheses of Theorem 2.6 are verified. A simple example would

be P pxq “ |x|γ , for γ ě 0, while a less straightforward one could be P : R3 Ñ R given by

P pxq “
`

x2
1`x

2
2´2x2

3

˘`

x2
1`x

2
2`2x2

3

˘

. The odd functions P pxq “ sgnpx1q and P pxq “ x1 also

verify the hypotheses of Theorem 2.6 (the latter is admissible directly from (2.1.15)), and

these provide two simple versions of sign uncertainty principles associated to the eigenvalues

˘i in all dimensions. In the case P pxq “ sgnpxq in dimension d “ 1, the integral conditions

defining the class Aspsgnpxq; 1q can be recast in terms of the sign of the Hilbert transform

at the origin. A different sign uncertainty principle for bandlimited functions involving the

Hilbert transform appears in [59, Theorem 4.2].

2.1.3 Dimension shifts

There will be occasions where the admissibility inequality (2.1.16), or suitable variants

of it, are not, in principle, available (see, for instance, the last remark in Section 2.6). We

present now a different tool to obtain the sign uncertainty that may be helpful in such

circumstances. The intuitive idea is to allow ourselves some movement between different di-

mensions in order to fall in a favourable situation as in Theorem 2.6. The classical Bochner’s

relation will be a crucial ingredient in this process and, therefore, radial functions play an
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important role. In some special situations we are able to go further and establish a surpris-

ing identity connecting the sign uncertainty in different dimensions. The reach of the next

result will be exemplified in its two companion corollaries. In what follows, for a function

H : Rd Ñ R we denote its orbit under the action of the group Opdq by

H ˝Opdq :“ tH ˝R : Rd Ñ R : R P Opdqu.

Theorem 2.7 (Dimension shifts). Let ` ě 0 be an integer and let rp`q P t0, 1u be such that

rp`q ” ` pmod 2q. Let P : Rd`2` Ñ R be a function verifying properties (P1), (P2) and (P3)

that is radial. Write P pxq “ P0p|x|q. Let rP : Rd Ñ R be a function verifying properties

(P1) and (P2) of the form

rP pxq “ HpxqP0p|x|qQpxq, (2.1.21)

where H : Rd Ñ R is a non-zero homogeneous and harmonic polynomial of degree ` and

Q : Rd Ñ R is an even non-negative function, homogeneous of degree 0. If A˚s pP ; d` 2`q is

non-empty, then A˚
sp´1qprp`q``q{2

`

rP ; d
˘

is also non-empty and

A˚s pP ; d` 2`q ě A˚sp´1qprp`q``q{2

`

rP ; d
˘

. (2.1.22)

If, in addition, P verifies property (P6), Q “ 1 and H P px1x2 . . . x`q˝Opdq (0 ď ` ď d), the

converse holds: A˚s pP ; d` 2`q is non-empty if and only if A˚
sp´1qprp`q``q{2

`

rP ; d
˘

is non-empty

and

A˚s pP ; d` 2`q “ A˚sp´1qprp`q``q{2

`

rP ; d
˘

. (2.1.23)

In general, it is not clear that we can reverse inequality (2.1.22). One of the main

obstacles is to show that the search for the infimum on the right-hand side of (2.1.22) can

be reduced to functions f of the form Hf0 with f0 radial (which may simply not be true

in general). In the case presented in (2.1.23) we overcome this and other barriers. Our

proof also yields the following fact: if there exist extremizers for either side of (2.1.23), then

there exist extremizers for both sides and we have a recipe to explicitly construct one from

the other; this is particularly useful to construct explicit extremizers in the situations of

Corollary 2.8 below.

We can consider in (2.1.23), for instance, P pxq “ |x|γ for γ ě 0. In the particular

case P “ 1, identity (2.1.23), together with (2.1.5) and (2.1.6), yields the following addi-

tional 14 sharp constants (modulo symmetries given by the orthogonal group) in this rough

environment of sign uncertainty.

Corollary 2.8 (Sharp constants). Let rp`q P t0, 1u be such that rp`q ” ` pmod 2q. Then

Ap´1qprp`q```2q{2

`

px1 . . . x`q ˝R ; 8´ 2`
˘

“
?

2, for 0 ď ` ď 2 and R P Op8´ 2`q;

Ap´1qprp`q``q{2
`

px1 . . . x`q ˝R ; 12´ 2`
˘

“
?

2, for 0 ď ` ď 4 and R P Op12´ 2`q;

Ap´1qprp`q```2q{2

`

px1 . . . x`q ˝R ; 24´ 2`
˘

“ 2, for 0 ď ` ď 8 and R P Op24´ 2`q.
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Remark. A posteriori, it is worth reflecting on the difficulties of taking a more classical and

direct path (e.g. via Poisson-like summation formulas) to approach the sharp constants in

Corollary 2.8. It is also interesting to further investigate the potential connections of this

weighted setup and the sharp constants in Corollary 2.8 to other optimization problems in

diophantine geometry.

Inequality (2.1.22) is particularly useful in situations where P is singular near the origin

(e.g. radially decreasing). In such cases, one can take Q “ |x|` sgnpHq{H (for H ‰ 0, and

zero otherwise) in (2.1.21) and make rP less singular. Of course, this comes at the expense

of lowering the dimension, and there is an intrinsic threshold on how far one can go. For

instance, let us come back to the natural power weight P pxq “ |x|γ , where γ ą ´d is a real

number. If γ ě 0, Theorems 2.3, 2.5 and 2.6 can be applied and we are in good shape. Note

that, in this case, the integral conditions defining the class Asp|x|
γ ; dq can be reformulated

in terms of the sign of the fractional Laplacian p´∆qγ{2 of f and pf , evaluated at the origin.

A related sign uncertainty principle for bandlimited functions and powers of the Laplacian

was considered by Gorbachev, Ivanov and Tikhonov in [62]. The case ´d ă γ ă 0 is subtler,

and we can bring Theorem 2.7 into play. In fact, in this situation, we are able to prove or

disprove the sign uncertainty principle in a set of “full density” as the dimension d grows.

Corollary 2.9 (Power weights). Let s P t`1,´1u and γ ą ´d be a real number. Let

ε : N Ñ R be defined as: εpdq “ 1 for d ě 2 even, εp1q “ εp3q “ 1
2 , and εpdq “ 3

2 for d ě 5

odd.

(i) If s “ 1 and γ R
`

´ d
2 ´ εpdq,´d

2 ` εpdq
˘

or if s “ ´1 and γ R
`

´ d,´d
2 ` εpdq

˘

we

have

c

d

min
 

d, |d` 2tγu|, |´ d` 2t´γu|
(

2πe
ď Asp|x|γ ; dq ď

c

maxtd` γ , ´γu

2π
`Op1q ,

(2.1.24)

where c is a positive universal constant. Moreover, if γ ě 0, there exists a radial

extremizer for Asp|x|γ ; dq.

(ii) If s “ ´1 and γ P
`

´ d,´d
2

‰

then

A´1p|x|
γ ; dq “ 0. (2.1.25)

The upper bound in (2.1.24) actually holds for all γ ą ´d and s “ ˘1. In the proof

of this corollary we give a more explicit lower bound in the parameters d and γ (that, in

particular, recovers the known bounds in the case γ “ 0; see the remark after Theorem 2.6).

The uniform lower bound presented in (2.1.24) holds with constant c “ 0.8595 . . . if d “ 1; or

d “ 3 and γ ă 0; and with constant c “ 1 in all other cases. Numerical simulations suggest

that the sign uncertainty principle should still hold in the small uncovered neighborhood

(of size at most 3 when s “ 1 and size at most 3
2 when s “ ´1) around the central point

´d
2 of the negative range.
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2.2 Non-empty classes and upper bounds: proof of

Theorem 2.3

An important ingredient in this work is the following classical identity.

Lemma 2.10 (Bochner’s relation). Let H : Rd Ñ R be a homogeneous, harmonic polyno-

mial of degree `, and h : r0,8q Ñ R be a function such that

ż 8

0
|hprq|2 rd`2`´1 dr ă 8.

Let hd : Rd Ñ R be the radial function on Rd induced by h, that is hdpxq :“ hp|x|q. Then

FdrH ¨ hdspξq “ p´iq`Hpξq ¨ Fd`2`rhd`2`spξ, 0q,

where ξ P Rd and pξ, 0q P Rd ˆ R2`.

Proof. See [98, Chapter III, Theorem 4 and its corollary].

We now move to the proof of Theorem 2.3. From (2.1.8) we have

p´1qrHpxqQpxq “ Hp´xqQp´xq “ p´1q`HpxqQp´xq (2.2.1)

for all x P Rd.

2.2.1 Non-empty classes

If ` and r have a different parity, we conclude from (2.2.1) that P must be eventually

zero (since Q is assumed to be eventually non-negative). In this case, let f P L1pRdqzt0u be

a continuous and real-valued eigenfunction with pf “ sirf . One plainly sees that either f or

´f belongs to A˚s pP ; dq.

If ` and r have the same parity, we proceed inspired by an example of Bourgain, Clozel

and Kahane [12]. We consider functions of the form:

g0pxq “ Hpxq

ˆ

e
´ 1
a0
π|x|2

` a
d`2`

2
0 e´a0π|x|2

˙

; h0pxq “ Hpxq e´π|x|
2

; f0pxq “ g0pxq´A0 h0pxq,

(2.2.2)

and

g1pxq “ Hpxq

ˆ

e
´ 1
a1
π|x|2

´ a
d`2`

2
1 e´a1π|x|2

˙

; h1pxq “ Hpxq

ˆ

e
´ 1
b1
π|x|2

´ b
d`2`

2
1 e´b1π|x|

2

˙

;

f1pxq “ g1pxq ´A1h1pxq,

(2.2.3)

with constants 1 ă a0, 1 ă b1 ă a1, A0 and A1 arbitrary. Using Lemma 2.10 we observe

that pgm “ p´1qmp´iq`gm, phm “ p´1qmp´iq`hm, pfm “ p´1qmp´iq`fm, for m P t0, 1u. Since
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` and r have the same parity, when p´1qm “ s i``r these are eigenfunctions with the desired

eigenvalue sir. Note that Pgm, Phm and Pfm are eventually non-negative (and integrable

due to property (P8)). If either
ş

Rd Pgm ď 0 or
ş

Rd Phm ď 0, that function will belong to

the class A˚s pP ; dq. If both of these integrals are positive, we adjust the constant Am to

make
ş

Rd Pfm ď 0 and hence fm P A˚s pP ; dq. This shows that A˚s pP ; dq is non-empty.

2.2.2 Homogeneous case

Assume now that P verifies (P4). As discussed in §2.2.1, in this situation we must have

` and r with the same parity.

Case si``r “ 1

In this case we work with the function f0 in (2.2.2) and let

A0 “ a
d```γ

2
0 ` a

`´γ
2

0 .

From the homogeneity of P and H one can check that this choice of A0 yields
ş

Rd Pf0 “ 0.

Note from (2.2.2) that

Pf0 ě PH e´π|x|
2
´

e
p1´ 1

a0
qπ|x|2

´A0

¯

for x ‰ 0 (recall that PH “ H2Q being homogeneous and eventually non-negative is actually

non-negative outside the origin). This plainly implies that

rpPf0q ď

d

a0 logA0

πpa0 ´ 1q
.

Let ρ :“ maxtd ` ` ` γ , ` ´ γu ě d
2 , and let a0 “ 1 ` α, with 0 ă α ď

?
2 to be chosen.

Using that 1 ď A0 ď 2a
ρ{2
0 and that

a0 log a0

pa0 ´ 1q
“ 1`Opαq ;

a0

pa0 ´ 1q
“

1

α
` 1,

we find

rpPf0q ď

d

a0

`

pρ{2q log a0 ` log 2
˘

πpa0 ´ 1q
“

d

ρ

2π

`

1`Opαq
˘

`O

ˆ

1

α

˙

. (2.2.4)

We now choose α “ 1?
ρ . Then (2.2.4) reads

rpPf0q ď

c

ρ

2π
`Op

?
ρq “

c

ρ

2π
`Op1q,

as we wanted.

28



Case si``r “ ´1 and ´d ă γ ď ´d
2

In this situation we consider the function g1 in (2.2.3). Using the homogeneity we note

that
ż

Rd
P pxq g1pxq dx “

ˆ
ż

Rd
P pxqHpxq e´π|x|

2
dx

˙ˆ

a
d```γ

2
1 ´ a

`´γ
2

1

˙

ď 0

for a1 ą 1. From (2.2.3) we plainly see that

rpPg1q ď

d

pd` 2`q log a1

2π
`

a1 ´
1
a1

˘ Ñ 0

as a1 Ñ8. Hence, in this case, A˚s pP ; dq “ 0.

Case si``r “ ´1 and ´d
2 ă γ

We now consider f1 in (2.2.3) with the choice

A1 “
a
d```γ

2
1 ´ a

`´γ
2

1

b
d```γ

2
1 ´ b

`´γ
2

1

.

Observe that
ş

Rd Pf1 “ 0. We consider a1 “ 1` 2α and b1 “ 1` α with 0 ă α ď
?

2 to be

chosen. Using the expansion
a1 log a1

pa2
1 ´ 1q

“
1

2
`Opαq,

we note that the inequality

a
d`2`

2
1 e´a1π|x|2 ď

1

2
e
´ 1
a1
π|x|2

(2.2.5)

holds for all |x| ě r1, where

r1 “

d

pd` 2`q

2π

ˆ

1

2
`Opαq

˙

`O

ˆ

1

α

˙

. (2.2.6)

Assuming that (2.2.5) holds, we have that

Pf1 ě PH e
´ 1
b1
π|x|2

ˆ

1

2
e
p 1
b1
´ 1
a1
qπ|x|2

´A1

˙

px ‰ 0q.

This tells us that rpPf1q ď maxtr1, r2u, with r1 as in (2.2.6) and

r2 :“

d

log 2A1

π

a1b1
pa1 ´ b1q

. (2.2.7)
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As before, let ρ :“ maxtd` ``γ , `´γu “ d` ``γ in this case. Observe that we can write

A1 as

A1 “

ˆ

a1

b1

˙ρ{2
¨

˝

1´ a
´
pd`2γq

2
1

1´ b
´
pd`2γq

2
1

˛

‚.

Since 1 ă b1 ă a1, one can verify that the function

t ÞÑ

ˆ

1´ a´t1

1´ b´t1

˙

is non-increasing for t ą 0, with the limit being log a1{ log b1 as tÑ 0`. Hence

1 ď A1 ď

ˆ

a1

b1

˙ρ{2 ˆ log a1

log b1

˙

. (2.2.8)

Now we plug in the upper bound (2.2.8) in (2.2.7) and use the expansions

a1b1plog a1 ´ log b1q

pa1 ´ b1q
“ 1`Opαq ;

a1b1plogplog a1{ log b1qq

pa1 ´ b1q
“ O

ˆ

1

α

˙

;
a1b1

pa1 ´ b1q
“ O

ˆ

1

α

˙

to find that

r2 ď

d

ρ

2π

`

1`Opαq
˘

`O

ˆ

1

α

˙

.

This is the same as (2.2.4). We have seen that the choice α “ 1?
ρ leads to r2 ď

b

ρ
2π `Op1q.

Since pd` 2`q{2 ď ρ, we also have r1 ď

b

ρ
2π `Op1q. This concludes the proof of Theorem

2.3.

2.2.3 An additional reduction

We briefly present a related result that may be helpful in some situations. This is

inspired in similar reductions in [12, 35].

Proposition 2.11. Let P : Rd Ñ R be a function verifying properties (P1), (P2), (P3)

and (P4). Assume that P “ H .Q, where H : Rd Ñ R is a homogeneous and harmonic

polynomial of degree ` ě 0, and Q : Rd Ñ R is a non-negative function. Let r as in (2.1.8).

If s i``r “ 1, or if s i``r “ ´1 and γ ě `, we can reduce the search in (2.1.12) - (2.1.13) to

functions verifying
ş

Rd Pf “ 0.

Proof. Assume that f P A˚s pP ; dq is such that
ş

Rd Pf ă 0. Note, in particular, that we

cannot have P pxq “ 0 a.e. in this situation. Let us show how we can adjust the function f .
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Case 1: si``r “ 1

Let ϕpxq “ Hpxq e´π|x|
2
. By Lemma 2.10 we have pϕ “ p´iq`ϕ “ sirϕ. Then

ş

Rd Pϕ ą 0

and we may consider

gpxq “ fpxq ´

ş

Rd Pf
ş

Rd Pϕ
ϕpxq.

One can verify that g ‰ 0 (otherwise Pf is eventually zero and from (P3) we get a contra-

diction), pg “ sirg, rpPgq ď rpPfq and
ş

Rd Pg “ 0.

Case 2: si``r “ ´1 and γ ě `

Let t ą 0 be a parameter to be chosen later, and define

ψtpxq :“ Hpxq
´

e´tπ|x|
2
´ 2´

pγ´`q
2 e´2tπ|x|2

¯

.

Then, by Lemma 2.10,

pψtpxq “ p´iq
`Hpxq

ˆ

t´
pd`2`q

2 e´
π|x|2

t ´ 2´
pγ´`q

2 p2tq´
pd`2`q

2 e´
π|x|2

2t

˙

.

Observe that ψt is a Schwartz function that satisfies Pψt ě 0 and
ş

Rd Pψt ą 0. Using the

homogeneity, a change of variables shows that
ş

Rd P
pψt “ 0. Observe also that

i`P pxq pψtpxq ă 0 for |x| ą

c

pd` `` γq t log 2

π
.

We choose t ą 0 such that

rpPfq “

c

pd` `` γq t log 2

π

and consider

gpxq “ fpxq ´

ş

Rd Pf
ş

Rd Pψt

`

ψtpxq ´ i
`
pψtpxq

˘

.

One can verify that g ‰ 0 (otherwise Pf is eventually zero and from (P3) we get a contra-

diction), pg “ sirg, rpPgq ď rpPfq and
ş

Rd Pg “ 0.

2.3 Sufficient conditions for admissibility: proof of Theorem

2.5

For E Ă Rd, recall that |E| denotes its Lebesgue measure, and we let Ec “ RdzE. The

following classical result will be useful.

Lemma 2.12 (Amrein-Berthier [2]). Let E,F Ă Rd be sets of finite measure. Then there

exists a constant C “ CpE,F ; dq ą 0 such that for all g P L2pRdq we have

ż

Rd
|gpxq|2 dx ď C

ˆ
ż

Ec
|gpxq|2 dx`

ż

F c
|pgpxq|2 dx

˙

. (2.3.1)
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Remark. Later works of Nazarov [87] and Jaming [70] show that (2.3.1) holds with

CpE,F ; dq ď c ec|E||F |,

for some c “ cpdq.

2.3.1 Proof of Theorem 2.5: general case

Let f P L1pRdq with pf “ ˘irf , and let A “ Aλ “ tx P Rd : |P pxq| ď λu be of finite

Lebesgue measure. For a set E Ă Rd, let fE :“ f ¨IE , where IE is the characteristic function

of E. By the triangle inequality and the Cauchy-Schwarz inequality we have

}f}1 ď
›

›fA
›

›

1
`
›

›fAc
›

›

1
ď |A|1{2

›

›fA
›

›

2
`
›

›fAc
›

›

1
. (2.3.2)

In the terminology of Lemma 2.12, let E “ F “ A and let C “ CpA,A; dq in (2.3.1). Letting

g “ fA in (2.3.1) we plainly get

ż

A
|fpxq|2 dx ď C

ż

Ac

ˇ

ˇxfApxq
ˇ

ˇ

2
dx “ C

ˆ
ż

A
|fpxq|2 dx´

ż

A

ˇ

ˇxfApxq
ˇ

ˇ

2
dx

˙

,

and then
ż

A

ˇ

ˇxfApxq
ˇ

ˇ

2
dx ď

pC ´ 1q

C

ż

A
|fpxq|2 dx. (2.3.3)

The fact that f is an eigenfunction yields f “ ˘p´iqr pf “ ˘p´iqr
`

xfA `yfAc
˘

and hence

fA “ ˘p´iq
r
´

`

xfA
˘

A
`
`

yfAc
˘

A

¯

.

A basic triangle inequality then yields

}fA}2 ď
›

›

›

`

xfA
˘

A

›

›

›

2
`

›

›

›

`

yfAc
˘

A

›

›

›

2
. (2.3.4)

We bound the last term in (2.3.4) as follows:

›

›

›

`

yfAc
˘

A

›

›

›

2
ď

›

›

›

`

yfAc
˘

›

›

›

8
|A|1{2 ď }fAc}1 |A|

1{2. (2.3.5)

From (2.3.3), (2.3.4) and (2.3.5) we get

}fA}2 ď

ˆ

C ´ 1

C

˙1{2

}fA}2 ` |A|
1{2 }fAc}1,

which implies that

}fA}2 ď
|A|1{2

´

1´
`

C´1
C

˘1{2
¯ }fAc}1. (2.3.6)
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Finally, plugging (2.3.6) into (2.3.2) yields

}f}1 ď

¨

˝1`
|A|

´

1´
`

C´1
C

˘1{2
¯

˛

‚}fAc}1 ď

¨

˝1`
|A|

´

1´
`

C´1
C

˘1{2
¯

˛

‚λ´1 }Pf}1,

as we wanted.

2.3.2 Homogeneous case

If P is homogeneous of degree γ “ 0, inequality (2.1.17) is clear. In this case, |Aλ|

is either 0 or 8, and therefore (P5) implies that essinf |P | ą 0. Assume then that P is

homogeneous of degree γ ą 0. In this case, Aλ “ λ1{γA1, and hence |Aλ| “ λd{γ |A1|. Let

us write again A “ Aλ for some λ ą 0 to be properly chosen later, with the condition that

|Aλ| ă 1. By the Hausdorff-Young and Cauchy-Schwarz inequalities we have

›

›xfA
›

›

8
ď

›

›fA
›

›

1
ď

›

›fA
›

›

2
|A|1{2,

from which we obtain
ż

A

ˇ

ˇxfApxq
ˇ

ˇ

2
dx ď |A|2

ż

A
|fpxq|2 dx. (2.3.7)

We let estimate (2.3.7) replace (2.3.3) in the proof of the general case in §2.3.1. If we repeat

all the other steps we get

}f}1 ď

˜

1`
|A|

`

1´ |A|
˘

¸

›

›fAc
›

›

1
“

1

1´ |A|

›

›fAc
›

›

1
ď

1

p1´ λd{γ |A1|q
λ´1 }Pf}1.

We are now free to choose λ ą 0 in order to minimize the function

ϕptq “
1

t p1´ td{γ |A1|q
,

subject to the condition |Aλ| “ λd{γ |A1| ă 1. The minimum occurs when

λd{γ |A1| “

γ
d

1` γ
d

,

which gives

ϕpλq “
´

1`
γ

d

¯

„ˆ

1`
d

γ

˙

|A1|



γ
d

.

2.4 Sign uncertainty: proof of Theorem 2.6

Throughout this proof we let ωd´1 “ 2πd{2 Γpd{2q´1 be the surface area of the unit

sphere Sd´1 Ă Rd. For y P R we denote y` “ maxty, 0u and y´ “ maxt´y, 0u.
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2.4.1 Lower bound

Let f P A˚s pP ; dq and let r be arbitrary with r ą rpPfq. Then

ż

Rd
P pxq fpxq dx “

ż

Rd
rP pxqfpxqs` dx´

ż

Rd
rP pxqfpxqs´ dx ď 0.

Let Br “ tx P Rd : |x| ă ru. By definition, rPf s´ is supported on Br and rPf s´ ď |Pf |.

Since P is admissible with respect to an exponent 1 ď q ď 8, by Hölder’s inequality we

have

}Pf}1 “

ż

Rd
rPf s` `

ż

Rd
rPf s´ ď 2

ż

Rd
rPf s´ ď 2

ż

Br

|Pf | ď 2
›

›P IBr
›

›

q1
}f}q. (2.4.1)

From (2.1.16) and (2.4.1) we get

}f}q ď CpP ; d; qq }Pf}1 ď 2CpP ; d; qq
›

›P IBr
›

›

q1
}f}q ,

and we conclude that
›

›P IBr
›

›

q1
ě

1

2CpP ; d; qq
. (2.4.2)

From (2.4.2) we deduce that r is bounded below by a constant, since, by assumption (ii) in

the definition of admissible function, we have limrÑ0`
›

›P IBr
›

›

q1
“ 0.

2.4.2 Homogeneous case

In this case observe that |P pxq| ď K|x|γ and we can directly compute

›

›P IBr
›

›

q1
ď K

ˆ
ż

Br

|x|γq
1

dx

˙1{q1

“ K

˜

ωd´1 r
d`γq1

d` γq1

¸1{q1

(2.4.3)

if q ą 1. If q “ 1 (and hence γ ą 0 from the admissibility hypotheses) we simply have

›

›P IBr
›

›

8
ď Krγ . (2.4.4)

Plugging (2.4.3) - (2.4.4) into (2.4.2) yields, for q ą 1,

r ě

˜

pd` γq1qΓpd{2q

2π
d
2 p2K CpP ; d; qqqq1

¸
1

pd`γq1q

, (2.4.5)

If q “ 1, the right-hand side of (2.4.5) becomes p2K CpP ; d; 1qq´1{γ .

2.4.3 Existence of extremizers

The argument to establish the existence of extremizers in certain Fourier optimization

problems generally involves showing that a suitable weak limit is a viable candidate. Ex-
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amples of such methods can be found in [22, 35, 61].

Let tfnu Ă A˚s pP ; dq be an extremizing sequence. This implies that rpPfnq Ñ A˚ :“

A˚s pP ; dq, and we may assume that rpPfnq is non-increasing. We normalize the sequence so

that }fn}2 “ 1. From the reflexivity of L2pRdq, passing to a subsequence if necessary, we

may assume that fn á f weakly, for some f P L2pRdq. By Plancherel’s theorem, note that
xfn á pf and therefore pf “ sirf . We now prove that f is equal a.e. to our desired extremizer.

Let r1 “ rpPf1q. Then r1 ě rpPfnq ě A˚ for all n P N. Since we are assuming property

(P5), Theorem 2.5 tells us that (2.1.16) holds with q “ 1, and hence also with q “ 2.

Estimate (2.4.1) also holds for q “ 1 and q “ 2, and under conditions (P1) and (P7) we

then have

}fn}1 » }fn}2 » }Pfn}1, (2.4.6)

with implied constants only depending on d, P and r1. By Mazur’s lemma [14, Corollary

3.8 and Exercise 3.4], we can find gn a finite convex combination of tfn, fn`1, . . .u such that

gn Ñ f strongly in L2pRdq. Passing to a subsequence, if necessary, we may also assume that

gn Ñ f almost everywhere. Observe that gn is not identically zero (since each Pfk must be

strictly positive somewhere in tx P Rd : |x| ą r1u due to condition (P3) which is implied

by (P5)) and hence gn P A˚s pP ; dq with

r1 ě rpPfnq ě rpPgnq ě A˚ (2.4.7)

for all n P N. By the triangle inequality, we have }gn}2 ď 1. The norm equivalences as in

(2.4.6) continue to hold for gn. In particular, by Fatou’s lemma,

}f}1 ď lim inf
nÑ8

}gn}1 À }gn}2 ď 1 and }Pf}1 ď lim inf
nÑ8

}Pgn}1 À }gn}2 ď 1. (2.4.8)

By the Hausdorff-Young inequality, }gn}8 ď }gn}1 À |}gn}2 ď 1, and we may then use

dominated convergence to get

ż

Br1

Pf “ lim
nÑ8

ż

Br1

Pgn. (2.4.9)

Fatou’s lemma again gives us

ż

Bcr1

Pf ď lim inf
nÑ8

ż

Bcr1

Pgn, (2.4.10)

and if we add up (2.4.9) and (2.4.10) we get

ż

Rd
Pf ď lim inf

nÑ8

ż

Rd
Pgn ď 0,

since gn P A˚s pP ; dq. By (2.4.8), since f is an integrable eigenfunction, it is equal a.e. to a

continuous function, and we make this identification. Once we establish that f ‰ 0, we will
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have that f P A˚s pP ; dq. In fact, assume that gnpxq Ñ fpxq for all x P E, where
ˇ

ˇRdzE
ˇ

ˇ “ 0.

Then, if x P E XB
c
A˚ , from (2.4.7) we get P pxqfpxq ě 0. Now consider x P Ec XB

c
A˚ such

that P pxq ‰ 0. From the sign density property (P9) we can find a sequence xj Ñ x with

xj P E X B
c
A˚ and P pxjqP pxq ą 0. Since P pxjqfpxjq ě 0, we have P pxqfpxjq ě 0 and, by

the continuity of f , we arrive at P pxqfpxq ě 0. The conclusion is that P pxqfpxq ě 0 for all

|x| ą A˚. Hence rpPfq “ A˚ and f will be our desired extremizer.

It remains to show that f ‰ 0. Under (P5), let A “ Aλ “ tx P Rd : |P pxq| ď λu be of

finite measure. From Lemma 2.12 (with E “ F “ AYBr1), the Hausdorff-Young inequality,

and (2.4.6) we get

1 “ }fn}
2
2 À

ż

Bcr1XA
c

|fnpxq|
2 dx ď }fn}8

ż

Bcr1XA
c

|fnpxq| dx

À

ż

Bcr1XA
c

P pxq fnpxq dx (2.4.11)

ď

ż

Bcr1

P pxq fnpxq dx.

Since
ş

Rd Pfn ď 0 and Pfn is non-negative in B
c
r1 , estimate (2.4.11) tells us that there is a

positive constant C depending only on d, P and r1 such that

ż

Br1

Pfn ď ´C.

The weak convergence directly implies that (note properties (P1) and (P7))

ż

Br1

Pf ď ´C.

In particular, this shows that f ‰ 0 and the proof is concluded.

2.5 Dimension shifts: proof of Theorem 2.7

2.5.1 Dropping the dimension

Let us first prove inequality (2.1.22) in the generic case. We are assuming that A˚s pP ; d`

2`q is non-empty. We first observe that the search can be further restricted to radial func-

tions. For this, let SOpd`2`q be the group of rotations in Rd`2` (linear orthogonal transfor-

mations of determinant 1) with its Haar measure µ, normalized so that µpSOpd` 2`qq “ 1.

For f P A˚s pP ; d` 2`q we define

f radpxq :“

ż

SOpd`2`q
fpRxq dµpRq. (2.5.1)

One can readily check that f rad is continuous, that f rad, Pf rad P L1pRd`2`q,
ş

Rd`2` Pf
rad ď

0, yf rad “ sf rad, and that rpPf radq ď rpPfq. To see that f rad ‰ 0 we argue as follows. Let
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r “ rpPfq. From condition (P3), there exists a certain x0 P Rd`2`, with |x0| ą r such that

P px0qfpx0q ą 0. As P is radial, we have P px0qfpRx0q ě 0 for all R P SOpd ` 2`q, with

strict inequality if R is in a suitable neighborhood of the identity, since f is continuous.

Then P px0qf
radpx0q ą 0. The conclusion is that in fact f rad P A˚s pP ; d ` 2`q (and does a

job at least as good as the original f).

Now let us start with f P A˚s pP ; d`2`q radial. Write fpxq “ f0p|x|q for some continuous

f0 : r0,8q Ñ R. The conditions f, Pf P L1pRd`2`q can be rewritten as

ż 8

0
|f0prq| r

d`2`´1 dr ă 8 and

ż 8

0
|f0prq| |P0prq| r

d`2`´1 dr ă 8. (2.5.2)

Define f 5 : Rd Ñ R by

f 5pxq :“ Hpxq f0p|x|q. (2.5.3)

Then |f 5pxq| ď C|x|`|f0p|x|q| and (2.5.2) gives us that |x|` f 5, |x|`|P0p|x|q| f
5 P L1pRdq. This

plainly implies that f 5, rPf 5 P L1pRdq. The latter is obvious if P0 “ 0 a.e. in r0,8q and, if

not, observe that property (P1) for rP implies that HQ P L1pSd´1q. In this second case we

also have

ż

Rd
rP pxq f 5pxq dx “

ż

Rd
Hpxq2QpxqP0p|x|qf0p|x|q dx

“

ˆ
ż

Sd´1

Hpωq2Qpωq dσpωq

˙
ż 8

0
P0prq f0prq r

d`2`´1 dr ď 0,

since the quantity in parentheses is non-negative (and finite) and
ş

Rd`2` Pf ď 0.

From Bochner’s relation (Lemma 2.10) and the fact that pf “ sf we have

pf 5pxq “ p´iq`HpxqFd`2`rf spx1, x2, . . . , xd, 0, . . . , 0q “ sp´iq` f 5pxq.

Note also that rp rPf 5q ď rpPfq. The fact that f 5 ‰ 0 follows from the assumption that

f0 ‰ 0 and the fact that H cannot be identically zero in any open set of Rd. Then f 5 P

A˚
sp´1qprp`q``q{2

`

rP ; d
˘

and (2.1.22) plainly follows.

2.5.2 Lifting the dimension

We now work under the additional assumption (P6) for P , and consider the case Q “ 1.

In case ` “ 0, we have H being a non-zero constant and (2.1.23) plainly follows. Hence,

from now on, let us assume that 1 ď ` ď d. By a change of variables given by an element

R P Opdq we may assume without loss of generality that Hpxq “ x1x2 . . . x`. Hence,

rP pxq “ x1x2 . . . x` P0p|x|q px P Rdq.
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Let us first argue that we have property (P3) for rP . In fact, if f P L1pRdq is a continuous

eigenfunction of the Fourier transform such that

rP pxqfpxq “ x1x2 . . . x` P0p|x|qfpxq “ 0 for |x| ą r,

the continuity of f implies that

P0p|x|qfpxq “ 0 for |x| ą r.

Property (P6) holds also for x ÞÑ P0p|x|q (x P Rd), and we have seen that this implies (P3)

for x ÞÑ P0p|x|q (x P Rd). Hence f “ 0, establishing (P3) for rP .

Now let s1 “ sp´1qprp`q``q{2 and assume that A˚s1
`

rP ; d
˘

is non-empty. Let f P A˚s1
`

rP ; d
˘

.

We start by considering an important reduction.

Symmetrization with respect to x1, x2, . . . , x`

Throughout the rest of this proof let us write x “ px1, . . . , x`, rxq with rx P Rd´`. Let

wpx1, x2, . . . , x`, rxq “ fpx1, x2, . . . , x`, rxq ´ fp´x1, x2, . . . , x`, rxq.

Note that
ş

Rd
rPw “ 2

ş

Rd
rPf ď 0. Observe also that w ‰ 0, otherwise rPf would be

eventually zero and from condition (P3) we would have f “ 0, a contradiction. It is clear

that rp rPwq ď rp rPfq, and hence w P A˚s1
`

rP ; d
˘

. Moreover, w is odd with respect to the

variable x1. We apply the same symmetrization procedure ` ´ 1 times, to the variables

x2, . . . , x`. One then arrives at a function in A˚s1
`

rP ; d
˘

that is odd with respect to each of

the variables x1, . . . , x` independently.

Remark. As far as radial symmetrization goes, at this point one could proceed as in (2.5.1)

and integrate over SOpd´ `q to symmetrize f with respect to the variable rx, but this is not

particularly necessary for our argument below.

Main argument

Let us now assume that f P A˚s1
`

rP ; d
˘

has the symmetries above. Define g : Rd Ñ R by

gpxq “

$

&

%

fpxq

x1x2 . . . x`
, if x1x2 . . . x` ‰ 0;

0, if x1x2 . . . x` “ 0.
(2.5.4)

Then fpxq “ x1x2 . . . x` gpxq for all x P Rd, and g is even with respect to each of the variables

x1, x2, . . . , x` independently. Observe that P0p| ¨ |qg is eventually non-negative and that

rpP0p| ¨ |qgq “ r
`

rPf
˘

. (2.5.5)
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For each 1 ď k ď ` let yk P R3 and let ry P Rd´`. We now work with the variable

y “ py1, . . . , y`, ryq P Rd`2`. Define the function g# : Rd`2` Ñ R by

g#pyq “ g#py1, . . . , y`, ryq :“ g
`

|y1|, . . . , |y`|, ry
˘

. (2.5.6)

Note that Pg# is eventually non-negative with

rpPg#q “ rpP0p| ¨ |qgq. (2.5.7)

We first observe that g# P L1pRd`2`q. In fact, with changes to polar coordinates in each of

the first ` variables on R3, we get

ż

Rd`2`

ˇ

ˇg#pyq
ˇ

ˇ dy “ ω`2

ż

Rd´`

ż

pR`q`
x2

1 . . . x
2
`

ˇ

ˇgpx1, . . . , x`, ryq
ˇ

ˇ dx1 . . . dx` dry

“ ω`2

ż

Rd´`

ż

pR`q`
x1 . . . x`

ˇ

ˇfpx1, . . . , x`, ryq
ˇ

ˇ dx1 . . . dx` dry

ă 8.

(2.5.8)

The last integral is finite since f is continuous, rPf P L1pRdq and we have property (P6) for

P (or equivalently, for P0). Similarly, Pg# P L1pRd`2`q since

ż

Rd`2`

|P pyq|
ˇ

ˇg#pyq
ˇ

ˇ dy

“ ω`2

ż

Rd´`

ż

pR`q`
x1 . . . x`

ˇ

ˇ

ˇ
P0

´

`

x2
1 ` . . .` x

2
` ` |ry|

2
˘1{2

¯

fpx1, . . . , x`, ryq
ˇ

ˇ

ˇ
dx1 . . . dx` dry

“
ω`2
2`

ż

Rd

ˇ

ˇ rPf
ˇ

ˇ ă 8.

(2.5.9)

By recalculating (2.5.9) without the absolute value, and using that
ş

Rd
rPf ď 0, we find also

that
ş

Rd`2` Pg
# ď 0.

Observe that, for each 1 ď k ď `, the functions

xk ÞÑ xk gpx1, . . . , xk, . . . , x`, rxq

xk ÞÑ x2
k gpx1, . . . , xk, . . . , x`, rxq

xk ÞÑ x2
k gpx1, . . . , xk, . . . , x`, rxq

2

are absolutely integrable for a.e. px1, . . . , xk´1, xk`1, . . . x`, rxq P Rd´1 (the second one follows

from (2.5.8) and the latter follows from the fact that f P L2pRdq). In the computation below

let us denote x˚k “ pxk, 0, 0q P R3 and yk “ pyk1, yk2, yk3q P R3 for 1 ď k ď `. By a repeated

use of Fubini’s theorem and Bochner’s relation (Lemma 2.10, with d “ ` “ 1 in that
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statement) we find

s1irp`qx1x2 . . . x` g
#px˚1 , . . . , x

˚
` , rxq “ s1irp`qx1x2 . . . x` gpxq “ s1irp`qfpxq “ pfpxq

“

ż

Rd´1

ˆ
ż

R
z1 gpz1, z2, . . . , z`, rzq e

´2πix1z1 dz1

˙

z2 . . . z` e
´2πipx2z2`...`x`z``rx¨rzq dz2 . . . dz` drz

“ p´iqx1

ż

Rd´1

ˆ
ż

R3

gp|y1|, z2, . . . , z`, rzq e
´2πix1y11 dy1

˙

z2 . . . z` e
´2πipx2z2`...`x`z``rx¨rzq dz2 . . . dz` drz

“ p´iqx1

ż

Rd`1

ˆ
ż

R
z2 gp|y1|, z2, . . . , z`, rzq e

´2πix2z2 dz2

˙

z3 . . . z` e
´2πipx1y11`x3z3`...`x`z``rx¨rzq dy1 dz3 . . . dz` drz

“ p´iq2 x1x2

ż

Rd`1

ˆ
ż

R3

gp|y1|, |y2|, z3, . . . , z`, rzq e
´2πix2y21 dy2

˙

z3 . . . z` e
´2πipx1y11`x3z3`...`x`z``rx¨rzq dy1 dz3 . . . dz` drz

“ . . .

“ p´iq` x1 . . . x`

ż

Rd`2`

gp|y1|, . . . , |y`|, rzq e
´2πipx1y11`x2y21`...`x`y`1`rx¨rzq dy1 . . . dy` drz

“ p´iq` x1 . . . x`
xg#px˚1 , . . . , x

˚
` , rxq.

Since y ÞÑ g#pyq is radial on each of the first ` variables yk P R3, the same is valid for xg#

and therefore, if |y1| . . . |y`| ‰ 0, we find that

xg#py1, . . . , y`, ryq “ s g#py1, . . . , y`, ryq.

In particular, by the Riemann-Lebesgue lemma, g# is equal a.e. to a continuous function,

that we now call g#. All the integrability properties defining the class A˚s pP ; d ` 2`q au-

tomatically transfer from g# to g#. We must pay a bit of attention when it comes to

(2.5.7). Note that by definitions (2.5.4) and (2.5.6), g# is already continuous on the set

Y “ ty “ py1, . . . , y`, ryq P Rd`2` : |y1| . . . |y`| ‰ 0u. So, g# is potentially redefining the

values of g# at the set Y c. We claim that we continue to have

r
`

Pg#
˘

“ rpPg#q. (2.5.10)

In fact, let r “ rpPg#q. Taking y P Rd`2` with |y| ą r, we want to show that P pyqg#pyq ě 0.

If |y1| . . . |y`| ‰ 0 then P pyqg#pyq “ P pyqg#pyq ě 0. If |y1| . . . |y`| “ 0, we have two options.

If P pyq “ 0 we are done. If not, assume without loss of generality that P pyq ą 0. In this

case, we can take a sequence of points typjqujPN Ă Y such that
ˇ

ˇypjq
ˇ

ˇ “ |y| ą r and ypjq Ñ y

as j Ñ 8. Since P is radial, then P
`

ypjq
˘

g#
`

ypjq
˘

“ P pyqg#
`

ypjq
˘

“ P pyqg#
`

ypjq
˘

“

P
`

ypjq
˘

g#
`

ypjq
˘

ě 0, and we conclude that g#
`

ypjq
˘

ě 0 and by continuity g#pyq ě 0. This

shows that r
`

Pg#
˘

ď rpPg#q. The reverse inequality is simpler, proceeding along the same

lines.
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The conclusion is that g# P A˚s pP ; d` 2`q and from (2.5.5), (2.5.7) and (2.5.10) we have

A˚sp´1qprp`q``q{2

`

rP ; d
˘

ě A˚s pP ; d` 2`q.

This inequality, together with (2.1.22), leads to the identity (2.1.23). This concludes the

proof.

Remark. It is interesting to notice that if we start with f P A˚s1
`

rP ; d
˘

as in §2.5.2, run

the procedure of §2.5.2 to arrive at the function g# P A˚s pP ; d ` 2`q, and then run the

radialization and dropping procedure of §2.5.1 with this g#, we end up with a new function

f1 “
`

g#
˘5
P A˚s1

`

rP ; d
˘

that does a job at least as good as the original f and has the form

f1pxq “ x1 . . . x`f0pxq, with f0 radial. Such a reduction is not obvious from the start. Since

we have explicit radial extremizers for (2.1.5) and (2.1.6) in [35, 37, 103], one can construct

explicit extremizers for all the other 14 situations in Corollary 2.8 by formula (2.5.3).

2.6 Power weights: proof of Corollary 2.9

Although we call this a corollary, it requires a brief proof, that will essentially be a

collage of passages from our previous results. For instance, using Theorem 2.3 with H “ 1

and Q “ |x|γ we have: that A˚s p|x|γ ; dq is non-empty for all γ ą ´d; that the upper bound

in (2.1.24) holds for all γ ą ´d and s “ ˘1; and that the identity (2.1.25) holds. From

Theorem 2.6 (i) we have the existence of extremizers for Asp|x|γ ; dq when γ ě 0, and the

fact that they can be taken to be radial follows as in (2.5.1) (from Proposition 2.11 we can

even assume that
ş

Rd f |x|
γ “ 0). This leaves us with the task of proving the lower bound

in (2.1.24), which is the actual sign uncertainty principle. We consider below the different

regimes.

2.6.1 The case γ ě 0

The case γ “ 0 is known (see Theorem 2.1 or the remark after Theorem 2.6). Let us

assume that γ ą 0. Recall that the volume of the unit ball B “ B1 Ă Rd is given by

|B| “ πd{2{Γ
`

d
2 ` 1

˘

. Using (2.1.18) and (2.1.20) we find that

Asp|x|γ ; dq ě

¨

˚

˚

˚

˝

pd` γq1q

d

1

|B|

1
ˆ

2
`

1` γ
d

˘

”´

1` d
γ

¯

|B|
ı

γ
d

˙q1

˛

‹

‹

‹

‚

1
pd`γq1q

“
1

|B|
1
d

F pq1q , (2.6.1)

where

F pq1q “

ˆ

d` γq1

d

˙
1

pd`γq1q
ˆ

d

2pd` γq

˙

q1

pd`γq1q
ˆ

γ

d` γ

˙

γq1

dpd`γq1q

.
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Let us briefly indicate why the choice q1 “ 1 indeed maximizes F pq1q for all d and γ in this

case. Write γ “ λd, with λ ą 0. Then logF pxq “ 1
d Hpxq, with

Hpxq “

ˆ

1

1` λx

˙ˆ

logp1` λxq ´ x logp2p1` λqq ` λx log

ˆ

λ

1` λ

˙˙

.

Routine calculus arguments lead to H 1pxq ă 0 for all x ě 1. We then plug q1 “ 1 in (2.6.1)

to get

Asp|x|γ ; dq ě

˜

Γ
`

d
2 ` 1

˘

πd{2

¸
1
d ˆ1

2

˙
1

d`γ
ˆ

γ

d` γ

˙

γ
dpd`γq

. (2.6.2)

This is an explicit lower bound in which the parameters d and γ ą 0 may vary independently.

If one is interested in bounds that are uniform on the parameter γ ą 0, we call x “ γ{pd`γq

and note that the function

γ ÞÑ

ˆ

1

2

˙
1

d`γ
ˆ

γ

d` γ

˙

γ
dpd`γq

is minimized when x “ 1{2e, with value 2´
1
d e´

1
2ed . Then

Asp|x|γ ; dq ě

˜

Γ
`

d
2 ` 1

˘

2πd{2 e
1
2e

¸
1
d

. (2.6.3)

Using the inequality Γpx ` 1q ą pxe q
x
?

2πx for all x ą 0 we see that the right-hand side of

(2.6.3) is greater than
b

d
2πe for all d ě 2, and we can actually take c “ 1 in (2.1.24). If

d “ 1 then the right-hand side of (2.6.3) is equal to c
b

1
2πe for c “ 0.8595 . . ..

2.6.2 The case ´d
2
` εpdq ď γ ă 0

Here we use inequality (2.1.22) in Theorem 2.7 (note that the dimension d here shall

correspond to the dimension d ` 2` in (2.1.22)). If d “ 3, we let Hpxq “ x1 (of degree

` “ 1). If d ě 4, we let H be a homogeneous and harmonic polynomial of two variables and

degree ` “ ´tγu (e.g. we can take Hpx1, x2q “ <ppx1 ` ix2q
`q). Having defined H, we let

Qpxq “ |x|` ¨ sgnpHpxqq
Hpxq for Hpxq ‰ 0, and zero otherwise. Then (2.1.22) yields

Asp|x|γ ; dq ě Asp´1qprp`q``q{2
`

sgnpHpxqq|x|γ``; d´ 2`
˘

. (2.6.4)

Note that the final dimension d´ 2` is at least equal to the number of variables we need to

construct our harmonic polynomial H (this is how we define the function ε : N Ñ R), and

on the right-hand side of (2.6.4) we now have a homogeneous function sgnpHpxqq|x|γ`` of

degree 0 ď γ ` ` ă 1. Note that | sgnpHpxqq| |x|γ`` “ |x|γ`` for a.e. x P Rd´2`, and hence

the volume of their sub-level sets are the same. We may then proceed as in §2.6.1, using

(2.1.18) and (2.1.20) to arrive at the exact same bounds as in (2.6.2) and (2.6.3), with γ` `

in the place of γ and d´ 2` in the place of d. This leads to (2.1.24) in this case.
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2.6.3 The case s “ 1 and ´d ă γ ď ´d
2
´ εpdq

Recall that for any Schwartz function f we have the identity (see [98, Chapter V, §1,

Lemma 2])

Γ

ˆ

d` γ

2

˙

π
´d´γ

2

ż

Rd
|x|´d´γ pfpxq dx “ Γ

´

´
γ

2

¯

π
γ
2

ż

Rd
|x|γfpxq dx. (2.6.5)

Standard approximation arguments show that (2.6.5) remains valid for f P L1pRdq such

that pf P L1pRdq. In particular, this implies that

A`1p|x|
γ ; dq “ A`1p|x|

´d´γ ; dq. (2.6.6)

Using this symmetry we fall in the case ´d
2 ` εpdq ď ´d ´ γ ă 0 treated in §2.6.2. This

leads again to (2.1.24) and concludes the proof.

Remark. The symmetry (2.6.6) is not valid in the case s “ ´1 as we have (2.1.24) and

(2.1.25). In particular, in light of (2.6.5), this implies that one cannot reduce the search in

A´1p|x|
γ ; dq, when γ ď ´d

2 ´ εpdq to functions satisfying
ş

Rd f |x|
γ “ 0. Proposition 2.11

already pointed in this direction.

Remark. Establishing the sign uncertainty for P pxq “ |x|γ , with ´d ă γ ă 0, in a more

direct way seems to be subtle. For instance, one could try to prove (2.1.16), or even a

suitable weaker variation of it that would still make the Hölder’s inequality argument in

(2.4.1) work. For instance, it would be natural and sufficient to consider an inequality of

the type, for f P L1pRdq with pf “ ˘f ,

›

›f |x|α
›

›

q
ď C

›

›f |x|γ
›

›

1
, (2.6.7)

for some α and q verifying the conditions: (i) if q “ 1 then ´d ă α ă γ; or (ii) if 1 ă q ă 8

then ´d
q ă α ă γ ` d

q1 . However, the inequality (2.6.7) is simply not true. The following

counterexample in dimension d “ 1 was communicated to us by F. Nazarov. Choose a small

δ ą 0 and consider a real-valued, radially non-increasing Schwartz function g supported on

r´δ, δs with g ” 1 on r´δ{2, δ{2s. Let htpxq “ gpxq cosp2πtxq for large t and put ft “ ht` pht.

Then ft “ pft. Noting that lim suptÑ8
›

› pht|x|
γ
›

›

1
“ 0, by the triangle inequality,

lim sup
tÑ8

›

›ft|x|
γ
›

›

1
ď lim sup

tÑ8

›

›ht|x|
γ
›

›

1
` lim sup

tÑ8

›

› pht|x|
γ
›

›

1
ď

›

›g|x|γ
›

›

1
À δγ`1. (2.6.8)

Similarly, noting that lim suptÑ8
›

› pht|x|
α
›

›

Lqpr´δ,δsq
“ 0,

lim inf
tÑ8

›

›ft|x|
α
›

›

Lqpr´δ,δsq
ě lim inf

tÑ8

›

›ht|x|
α
›

›

Lqpr´δ,δsq
´ lim sup

tÑ8

›

› pht|x|
α
›

›

Lqpr´δ,δsq

ě lim inf
tÑ8

›

›ht|x|
α
›

›

Lqpr´δ,δsq

Á δ
α` 1

q .

(2.6.9)
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If (2.6.7) were true, (2.6.8) and (2.6.9) would imply that α ě γ ` 1
q1 , a contradiction. It

should be noted that the functions in the counterexample above are eigenfunctions but do

not necessarily belong to the class A˚s p|x|γ ; dq. Hence, one may still try to find suitable

admissibility inequalities like (2.1.16) or (2.6.7) imposing this additional constraint on f

(and even assuming that rpfq is small). Several other types of weighted norm inequalities

related to uncertainty are considered in [3].
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Chapter 3

Integers represented by quadratic

forms

This chapter is comprised of the paper [A2]. In this chapter, we combine tools from Fourier

analysis, analytic number theory, and algebraic number theory to prove a number of new

estimates related to integers represented by positive definite quadratic forms. In particular,

we improve some results given by Zaman [109, Proposition 7.1 and Theorem 1.4], concerning

these types of estimates. As an application, assuming the generalized Riemann hypothesis,

we establish a Cramér-type result, extending the method developed by Carneiro, Milinovich,

and Soundararajan [22].

3.1 Introduction

3.1.1 Background

A classical problem in number theory is to understand the distribution of primes repre-

sented by positive definite quadratic forms. The survey [39] by D. A. Cox is the classical

reference on the subject, describing some of the historical milestones of its study and showing

how it leads to class field theory.

An integral quadratic form in two variables is a function defined by

fpu, vq “ au2 ` buv ` cv2,

where a, b, c P Z. Its discriminant ´D is given by ´D “ b2 ´ 4ac. For simplicity, we refer

to a form (or quadratic form) as a function f defined in this way. We say that f is positive

definite if D ą 0, and f is primitive if its coefficients a, b, and c are relatively prime. In the

set of primitive forms, we define an equivalence relation in the following way: f and g are

properly equivalent if there are integers p, q, r, s such that

fpu, vq “ gppu` qv, ru` svq, and ps´ qr “ 1.
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Note that two properly equivalent forms have the same discriminant. A primitive positive

definite form f is reduced if |b| ď a ď c and if, in addition, when |b| “ a or a “ c, then

b ě 0. Classical theorems in the theory of quadratic forms (see [39, Theorem 2.8 and

Theorem 2.13]) establish that every primitive positive definite form is properly equivalent

to a unique reduced form. Moreover, for each D ą 0, the number of classes of primitive

positive definite forms of discriminant ´D is finite, and it is equal to the number of reduced

forms of discriminant ´D. This number is called the class number and it is denoted by

hp´Dq.

3.1.2 Congruence sums

An integer n is represented by the quadratic form f if there is pu, vq P Z2 such that

n “ fpu, vq. For n ě 0 an integer, define

rf pnq “ #tpu, vq P Z2 : fpu, vq “ nu,

that is, the number of representations of n by f . Motivated by applications using sieve

theory, we are interested in estimating the congruence sums

ÿ

nďx
`|n

rf pnq, (3.1.1)

where x ě 1 is a real number and ` ě 1 is an integer. In the case ` “ 1 and fpu, vq “ u2`v2,

the congruence sum (3.1.1) corresponds to the classical Gauss circle problem.1 Here, Gauss

used a lattice point counting argument to prove that (3.1.1) has the asymptotic formula

πx`Opx1{2q. Later, Sierpiński improved the error term to Opx1{3q using ideas from Voronoi’s

work on the Dirichlet divisor problem. Afterward, Landau [75, Treatise I] extended this

asymptotic formula to positive definite quadratic forms (still in the case ` “ 1), with error

term Opx1{3q, but without making explicit the dependence on f in this error term. For the

case where ` ě 1 is a squarefree2 integer, we prove the following result.

Theorem 3.1. Let fpu, vq “ au2 ` buv ` cv2 be a reduced positive definite quadratic form

of discriminant ´D and let ` ě 1 be a squarefree integer. Then, for x ě D2 we have

ÿ

1ďnďx
`|n

rf pnq “
2π
?
D
gp`qx`O

˜

τp`q `

D1{6
x1{3 `

τp`q `5{2D3{4

a7{4
x1{4

¸

, (3.1.2)

where g is the multiplicative function defined by

gppq “
1

p

ˆ

1` χppq ´
χppq

p

˙

1For a survey of this problem, see [66, Section 2.7] and [4].
2As we shall see in (3.3.7), our result also holds for an arbitrary integer ` ě 1, with an adequate function

gp`q and perhaps a modification in the error term.

46



for all primes p, χ “ χ´D “
`

´D
¨

˘

is the corresponding Kronecker symbol, and τ is the

divisor function.

Theorem 3.1 improves a result of Zaman [109, Proposition 7.1], whose error term is of

magnitude x1{2. Note that, when ` “ 1, we recover Landau’s result, with an explicit

dependence on f in the error term.

As we shall see in the next section, a direct application of Selberg’s sieve allows us to use

Theorem 3.1 to obtain upper bounds for the number of primes represented by f , in short

intervals.

3.1.3 Brun-Titchmarsh-type result

Assume that f is a primitive positive definite quadratic form. For x ě 1, let πf pxq be

the number of primes represented by f up to x, i.e.,

πf pxq “ #tp ď x : p “ fpu, vq for some pu, vq P Z2u.

The classical result for πf pxq goes back to de la Vallée Poussin (see, for instance [86]), and

establishes that, as xÑ8,

πf pxq „
δf x

hp´Dq log x
,

where

δf “

$

&

%

1

2
, if fpu, vq is properly equivalent to fpu,´vq;

1 otherwise.
(3.1.3)

Assuming the generalized Riemann hypothesis (GRH), we also have (see [74])

πf pxq “
δf Lipxq

hp´Dq
`O

`

x1{2 logpDxq
˘

, (3.1.4)

for x ě 2, where

Lipxq “

ż x

2

1

log t
dt.

Recently, Thorner and Zaman [100, Corollary 1.3] established a Brun-Titchmarsh result,

improving upon the Chebotarev version given by Lagarias-Montgomery-Odlyzko [73]. Un-

conditionally, they showed that, for D sufficiently large,

πf pxq ă
2 δf Lipxq

hp´Dq
, for x ě D700. (3.1.5)
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We want to establish a result similar to (3.1.5) for primes in short intervals.3 For instance,

if we assume GRH, from (3.1.4) we get that

πf pxq ´ πf px´ yq !
δf y

hp´Dq log y
,

for pDxq1{2`ε ď y ď x. Unconditionally, Zaman used his asymptotic formula for the con-

gruence sum (3.1.1) and Selberg’s sieve to establish a similar Brun-Titchmarsh-type result

in short intervals [109, Theorem 1.4], with the same order of magnitude.

Theorem 3.2 (Zaman [109]). Let fpu, vq “ au2 ` buv ` cv2 be a reduced positive definite

quadratic form of discriminant ´D, and let ε ą 0 be arbitrary. Suppose that

ˆ

D2

a

˙1{2`ε

x1{2`ε ď y ď x. (3.1.6)

Then,

πf pxq ´ πf px´ yq ă
2

p1´ θ1q
¨

δf y

hp´Dq log y

ˆ

1`Oε

ˆ

log log y

log y

˙˙

,

where

θ1 “
log x

2 log y
`

ˆ

3

4
`
ε

4

˙

logD

log y
´

log a

2 log y
.

Using Theorem 3.1, we are able to establish an analogous result to Theorem 3.2, for a range

beyond (3.1.6).

Theorem 3.3. Let fpu, vq “ au2` buv` cv2 be a reduced 4 positive definite quadratic form

of discriminant ´D. Then, the following statements hold.

1. Let 0 ă ε ă 1{20 be arbitrary, and suppose that

D2

a
x1{3`ε ď y ď x4{9. (3.1.7)

Then,

πf pxq ´ πf px´ yq ă
4

p1´ θ1q
¨

δf y

hp´Dq log y

ˆ

1`Oε

ˆ

log log y

log y

˙˙

,

where

θ1 “
log x

3 log y
`

ˆ

4

3
` ε

˙

logD

log y
´

log a

log y
.

3Montgomery and Vaughan [82, Theorem 2] gave a classical version for primes in arithmetic progressions,
in short intervals.

4The hypothesis of being reduced can be removed, and Theorem 3.3 holds for any primitive positive
definite quadratic form, by considering a “ 1 in the range (3.1.7) and in the values of θ1 and θ2. A similar
situation occurs in Theorem 3.2 (see Remark (ii) in [109, Theorem 1.4]).
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2. Suppose that

x4{9 ď y ď x3{5 and x ě D18. (3.1.8)

Then,

πf pxq ´ πf px´ yq ă
7

p1´ θ2q
¨

δf y

hp´Dq log y

ˆ

1`O

ˆ

log log y

log y

˙˙

,

where

θ2 “
log x

4 log y
`

31 logD

12 log y
´

7 log a

4 log y
.

Theorem 3.3 states a Brun-Titchmarsh-type inequality in short intervals, for x1{3`ε À y ď

x3{5, extending the range (3.1.6) in Theorem 3.2. This also improves the constant in the

range x1{2`ε ď y ď x3{5, since we have that

7

1´ θ2
ă

2

1´ θ1
ă

2

ε
.

The associated constants in our results can be estimated, uniformly, by

16 ă
4

1´ θ1
ă

16

9ε
, and 12 ă

7

1´ θ2
ď

672

11
.

We highlight that, unlike in Theorem 3.2, even under the assumption of GRH, the order of

magnitude of the bounds in Theorem 3.3 cannot be obtained using (3.1.4).5

As we shall see, the special case y “ x1{2 will be useful in the following form:

Corollary 3.4. Let fpu, vq “ au2` buv` cv2 be a fixed primitive positive definite quadratic

form of discriminant ´D. Then,

πf px`
?
xq ´ πf pxq ď

28 δf
?
x

hp´Dq log x
p1` op1qq,

as xÑ8.

3.1.4 Cramér-type result

Let πpxq denote be the number of primes up to x. A classical theorem of Cramér [40]

states that, assuming RH, there are constants c, α ą 0 such that

πpx` c
?
x log xq ´ πpxq
?
x

ą α

5Assuming GRH for quadratic Dirichlet L-functions modulo D, Theorem 3.3 can be stated with slight
changes in the power of D on the ranges, and in the definition of θ1 and θ2. A similar situation occurs in
Theorem 3.2 (see [109, Theorem 1.4]).
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for all x sufficiently large. Recently, using a Fourier analysis approach, Carneiro, Milinovich

and Soundararajan [22, Theorem 1.3] established this estimate in an optimized explicit form.

They proved that, under RH, for α ě 0 we have

inf

"

c ą 0; lim inf
xÑ8

πpx` c
?
x log xq ´ πpxq
?
x

ą α

*

ă
21

25
p1` 2αq.

This was slighlty improved by Chirre, Pereira and de Laat [33], replacing 21{25 “ 0.84

by 0.8358. Furthermore, they obtained an analogous result for primes in arithmetic pro-

gressions. Our next result extends these techniques for primes represented by quadratic

forms.

Theorem 3.5. Let f be a primitive positive definite quadratic form of discriminant ´D.

Assume the generalized Riemann hypothesis for Hecke L-functions. Then, for α ě 0,

inf

"

c ą 0; lim inf
xÑ8

πf px` c
?
x log xq ´ πf pxq
?
x

ą α

*

ă 1.837
pδf ` αqhp´Dq

δf
.

In particular, for a fixed primitive positive definite quadratic form f of discriminant ´D,

there is always a prime number represented by f in the interval rx, x`1.837hp´Dq
?
x log xs,

for x sufficiently large. Then, we deduce the following conditional estimate for large gaps

between primes represented by a quadratic form.6

Corollary 3.6. Let f be a primitive positive definite quadratic form of discriminant ´D,

and let pn,f be the n-th prime represented by f . Assume the generalized Riemann hypothesis

for Hecke L-functions. Then,

lim sup
nÑ8

pn`1,f ´ pn,f
?
pn,f log pn,f

ă 1.837hp´Dq. (3.1.9)

Remark. Consider the quadratic form fpu, vq “ u2 `mv2, where m is a positive integer. It

is known that there are at most 66 positive integers m, such that f represents a prime p if

and only if p belongs to a certain union of arithmetic progressions (see [39]). For instance,

when m “ 1, a classical theorem of Fermat states that a prime p is represented by f , if and

only if p ” 1 pmod 4q. In this case, D “ 4, hp´Dq “ 1, and we can recover the estimate

(3.1.9) from [33, Corollary 2], with the better constant 1.7062. However, in general, the

characterization of such primes is more subtle. For instance, consider the case m “ 27,

where D “ 108 and hp´Dq “ 3. A conjecture of Euler, proven by Gauss, states that p

has the form u2 ` 27v2 if and only if both p ” 1 pmod 3q, and 2 is a cubic residue pmod pq.

This cannot be described by just unions of arithmetic progressions, so the results of [33] no

longer apply.

6To the best of our knowledge, there is no other explicit result of this type in the literature.
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3.1.5 Outline of the proof

There are two main themes that will be ubiquitous throughout this chapter. The first

theme is the use of Fourier analysis, in the following way. We begin by finding a summa-

tion formula that connects our object of study with an arbitrary function and its Fourier

transform. Then, we choose an appropriate test function that recovers the desired informa-

tion in an optimized manner. The second is the well-known theme that propositions about

quadratic forms can be stated in two other equivalent languages: ideals of number fields

and lattices. We now discuss the main ideas in each theorem.

Congruence sums

The first step is obtaining a summation formula associated with the coefficients rf pnq,

relating it to an arbitrary test function and its Fourier transform. These types of formulas

are well-known, and are equivalent to the modularity of certain theta series associated with

a quadratic form f and a discrete periodic function χ (see, for instance, [69, p. 83] and

[106, p. 32]), the latter which, in this case, allows us to filter out the congruence condition

` |n. Since we were unable to find an explicit statement in the literature, we provide a

proof of the specific summation formula that we require. In Section 3.2, we obtain the

desired expression from an application of the classical Poisson summation formula for the

lattice associated with the quadratic form f , combined with the discrete Fourier expansion

of the periodic function χ. In Section 3.3, we prove Theorem 3.1 following an approach

outlined in [69, Section 4.4], which was applied to the Gauss circle problem in [69, Corollary

4.9]. By choosing an appropriate test function in our summation formula and carrying out

an asymptotic analysis (for instance, see Lemma 7.1 in Appendix A), we arrive at our new

estimate for (3.1.1). We highlight that a good explicit dependence on ` and the parameters of

f is required. This imposes significant technical difficulties when compared to the argument

in [69], and requires a careful analysis and delicate manipulations with a reduced quadratic

form.

Remark. Higher moments of rf pnq have also been studied by Blomer and Granville [8].

Later, Xu [104] gave some improvements in their error terms. Additionally, he proved that,

when ` “ 1 in Theorem 3.1, the optimal error term in (3.1.2) satisfies ΩpD1{4x1{4q, which

generalizes the classical omega result given originally by Hardy and Landau (see [66]).

Brun-Titchmarsh-type result

In Section 3.4 we prove Theorem 3.3, following Zaman’s general outline in [109]. Here

the main strategy is an application of Selberg’s sieve [44, Theorem 7.1], which transforms

the problem of obtaining an upper bound for primes represented by f in short intervals,

into the problem of estimating the associated congruence sums (3.1.1). We remark that our

extended range in Theorem 3.3 comes from the improved error term in our estimate of the

congruence sums (3.1.1), of the form Of, `px
1{3q, given in Theorem 3.1. When x is large
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compared to `, this improves the estimate Of, `px
1{2q given in [109, Proposition 7.1], and it

allows us to take intervals around x of size as small as roughly x1{3.

Cramér-type result

We follow the argument of Carneiro, Milinovich, and Soundararajan in [22, Section 5],

to prove Theorem 3.5. Here, we work with the language of ideals in imaginary quadratic

fields. This allows us to use the machinery of Hecke characters and Hecke L-functions to

obtain information about prime ideals in a given ideal class, and therefore, about prime

numbers represented by a given quadratic form f . We first give some necessary background

on Hecke L-functions, and their relation to quadratic forms, in Section 3.5. The main

ingredients in Theorem 3.5 are our version of the Brun-Titchmarsh inequality in Corollary

3.4, and the Guinand-Weil explicit formula for L-functions (see, for instance, [69, Theorem

5.12] and [21, Lemma 5]). Then, we establish a version for Hecke L-functions that averages

over all Hecke characters in a given congruence class group. We finish the proof of Theorem

3.5 in Section 3.6. Following [22], we start with an arbitrary function F in our version

of the Guinand-Weil formula. The strategy then consists of taking a suitable dilation and

modulation of F , so that we emphasize, in our explicit formula, intervals containing few

prime numbers represented by f . We must then carry out an asymptotic analysis, and

choose an appropriate function F at the end, to conclude the desired result. In Section

3.7, we discuss some qualitative aspects of the problem of choosing an optimal function F,

related to the uncertainty principle.

3.1.6 Remarks

Throughout this chapter, let fpu, vq “ au2 ` buv ` cv2 be a positive definite quadratic

form of discriminant ´D, and without loss of generality assume that a, c ě 1. In the case

when f is reduced, since |b| ď a ď c, we have that a !
?
D and D ě 3. We will use

these frequently. Moreover, we have that rf p0q “ 1, and a is the smallest positive integer

represented by f .

3.2 Summation formula for rfpnq

Let fpu, vq “ au2 ` buv ` cv2 be a positive definite quadratic form of discriminant ´D.

We recall that, for n ě 0,

rf pnq “ #
 

pu, vq P Z2 : fpu, vq “ n
(

.

Lemma 3.7. Let G P L1pR2q be a radial continuous function. Suppose that

|Gpxq| !
1

p1` |x|2q1`δ
and | pGpξq| !

1

p1` |ξ|2q1`δ
, (3.2.1)
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for some δ ą 0. Then, for an integer ` ě 1, we have

8
ÿ

n“0
`|n

rf pnqGp
?
nq “

2 rgp`q
?
D

8
ÿ

n“0

rf pnq pG

ˆ

c

4n

D

˙

`O

˜

rgp`q `2
?
D

max
0ďr, să`

pr,sqPZ2zp0,0q

ÿ

pu,vqPZ2

ˇ

ˇ

ˇ

ˇ

ˇ

pG

˜

c

4fpu´ r{`, v ´ s{`q

D

¸
ˇ

ˇ

ˇ

ˇ

ˇ

¸

,

(3.2.2)

where

rgp`q “
1

`2
#
 

pu, vq P Z2 : 0 ď u, v ă `, and ` |fpu, vq
(

. (3.2.3)

Proof. We start associating a lattice Λ Ă R2, defined by the basis tω1, ω2u, to the quadratic

form f in such a way that a “ |ω1|
2, b “ 2ω1 ¨ ω2 and c “ |ω2|

2. This implies that

|uω1 ` v ω2|
2 “ fpu, vq, and rf pnq “ #tω P Λ : |ω|2 “ nu, for n ě 0. (3.2.4)

Let us consider the abelian group7 pΛ{`Λ,`q of order `2, and let χ : Λ{`Λ Ñ C be the

function defined by

χpωq “

#

1, if ` | |ω|2;

0 otherwise.

Then, since G satisfies (3.2.1), we have

ÿ

ωPΛ
` | |ω|2

Gpωq “
ÿ

ωPΛ

χpωqGpωq. (3.2.5)

On the other hand, we consider the dual lattice Λ˚ “ tω˚ P R2 : ω ¨ ω˚ P Z, for all ω P Λu.

It has a basis tω˚1 , ω
˚
2 u, given by ω˚1 “ 4c ω1{D´2b ω2{D and ω˚2 “ 2b ω1{D´4aω2{D. This

implies that

|uω˚1 ` v ω
˚
2 |

2 “ 4fpv, uq{D, and rf pnq “ #tω˚ P Λ˚ : |ω˚|2 “ 4n{Du, for n ě 0. (3.2.6)

For each λ˚ in the set P “ tsw˚1 ` rw˚2 : 0 ď s, r ă ` and s, r P Zu, we define a character

eλ˚ in the group pΛ{`Λ,`q by eλ˚pwq “ e2πi ω ¨λ˚{`. Since the cardinality of P is `2, we

conclude that teλ˚uλ˚PP are all the characters in the group pΛ{`Λ,`q (see [99, Theorem 2.5

in Chapter 7]). Now, we define the Fourier coefficient of χ with respect to eλ˚ , by

pχpeλ˚q “
1

`2

ÿ

ωPΛ{`Λ

χpωq e´2πi ω ¨λ˚{`.

7We recall that the set Λ{`Λ is defined by the equivalence classes in Λ given by ω “ tω ` `λ : λ P Λu.
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Then, the Fourier inversion formula (see [99, Theorem 2.7 in Chapter 7]) yields

χpwq “
ÿ

λ˚PP

pχpeλ˚q e
2πi ω ¨λ˚{`. (3.2.7)

Combining (3.2.5), (3.2.7) and Fubini’s theorem, we get

ÿ

ωPΛ
` | |ω|2

Gpωq “
ÿ

λ˚PP

pχpeλ˚q

˜

ÿ

wPΛ

Gpwq e2πi ω ¨λ˚{`

¸

.

Recalling that volpΛ˚q “
a

4{D, we use the Poisson summation formula for lattices in the

above inner sum (since G satisfies (3.2.1)) to find that

ÿ

ωPΛ
` | |ω|2

Gpωq “

c

4

D

ÿ

λ˚PP

pχpeλ˚q
ÿ

w˚PΛ˚

pG

ˆ

w˚ ´
λ˚

`

˙

. (3.2.8)

On the other hand, if we define

rgp`q “
1

`2
#
 

ω P Λ{`Λ : ` | |ω|2
(

,

it is clear that pχpe0˚q “ rgp`q and |pχpeλ˚q| ď rgp`q. Therefore, isolating the point λ˚ “ 0 in

(3.2.8) gives us

ÿ

ωPΛ
` | |ω|2

Gpωq “
2 rgp`q
?
D

ÿ

ω˚PΛ˚

pGpω˚q `
2
?
D

ÿ

λ˚PP zt0˚u

pχpeλ˚q
ÿ

w˚PΛ˚

pG

ˆ

w˚ ´
λ˚

`

˙

“
2 rgp`q
?
D

8
ÿ

n“0

rf pnq pG

ˆ

c

4n

D

˙

`O

¨

˚

˝

rgp`q `2
?
D

max
0ďr, să`

pr,sqPZ2zp0,0q

ÿ

pu,vqPZ2

ˇ

ˇ

ˇ

ˇ

ˇ

pG

˜

c

4fpu´ r{`, v ´ s{`q

D

¸ˇ

ˇ

ˇ

ˇ

ˇ

˛

‹

‚

,

where we have used (3.2.6) and the fact that pG is radial. We conclude the proof using

(3.2.4).

The following technical lemma will help us estimate the error term. We compare a small

translation of f with the untranslated value, outside of a finite number of exceptions.

Lemma 3.8. Suppose that f is reduced. Let `, r, s be integers such that ` ě 1 and 0 ď r, s ă

`. Then,

#

"

pu, vq P Z2 : f

ˆ

u´
r

`
, v ´

s

`

˙

ă
fpu, vq

2

*

!

?
D

a
.
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Proof. Define the set

A “

"

pu, vq P Z2 : f

ˆ

u´
2r

`
, v ´

2s

`

˙

ă 6c

*

.

First we show that

"

pu, vq P Z2 : f

ˆ

u´
r

`
, v ´

s

`

˙

ă
fpu, vq

2

*

Ă A. (3.2.9)

Indeed, if pu, vq P Ac, using that f is reduced, we have

2 fpr, sq

`2
ď 6c ď f

ˆ

u´
2r

`
, v ´

2s

`

˙

. (3.2.10)

Applying the identity

fpu´ x, v ´ yq “ fpu, vq ` fpx, yq ´ 2aux´ buy ´ bxv ´ 2cvy (3.2.11)

in (3.2.10) yields

2 fpr, sq

`2
ď fpu, vq `

4 fpr, sq

`2
´

4aur ` 2bus` 2bvr ` 4cvs

`
.

Then,

´
fpr, sq

`2
`

2aur ` bus` bvr ` 2cvs

`
ď
fpu, vq

2
.

Using this inequality and identity (3.2.11), we see that

f

ˆ

u´
r

`
, v ´

s

`

˙

“ fpu, vq `
fpr, sq

`2
´

2aur ` bus` bvr ` 2cvs

`
ě
fpu, vq

2
.

This shows (3.2.9), and it now suffices to obtain an upper bound for the cardinality of A.

Observe that

#A “ #tpu, vq P Z2 : fpu`´ 2r, v`´ 2sq ă 6c`2u

ď #tpu, vq P Z2 : fpu, vq ď 6c`2, u ” ´2r pmod `q, v ” ´2s pmod `qu.

We now proceed with the well-known argument in [8, Lemma 3.1] as follows. Rewriting

fpu, vq, we must bound the number of integer solutions to the inequality p2au`bvq2`Dv2 ď

24ac`2. A solution pu, vq must satisfy that |v| ! ` (where we used that ac ! Dq, and that

´
?

24ac`2 ´Dv2 ´ bv

2a
ď u ď

?
24ac`2 ´Dv2 ´ bv

2a
.

Therefore, v belongs to an interval of size at most ! `, and u belongs to an interval of size

at most !
?
D `{a (once again using that ac ! D). Hence, the number of solutions pu, vq

with the desired congruences modulo ` is at most !
?
D{a.
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3.3 Proof of Theorem 3.1

In [109, Proposition 7.1], Zaman used a lattice point counting argument, via geometry of

numbers methods, to estimate (3.1.1). He established the following: for a primitive positive

definite quadratic form f of discriminant ´D, and a squarefree integer ` ě 1, we have

ÿ

nďx
`|n

rf pnq “
2π
?
D
gp`qx`O

˜

τ3p`q a
1{2

D1{2
x1{2 `

τp`q τ3p`q `
1{2D1{4

a3{4
x1{4 ` 1

¸

, (3.3.1)

for x ě 1. Here, g is a multiplicative function satisfying

gppq “
1

p

ˆ

1` χppq ´
χppq

p

˙

(3.3.2)

for all primes p, χ “ χ´D is the corresponding Kronecker symbol, and τ3 is the 3-divisor

function. The main goal here is to improve the error term in (3.3.1), reducing x1{2 to x1{3.

3.3.1 Proof of Theorem 3.1

We partially follow the approach outlined in [69, Corollary 4.9]. Assume that x ě 1 is

a real number and ` ě 1 is an integer. Let 1 ď y ď x1{2 be a parameter to be chosen. We

will apply Lemma 3.7 to the radial function G : R2 Ñ R supported in 0 ď r ď px ` yq1{2,

and defined by

Gx,yprq “ Gprq :“ min

"

r2, 1,
x` y ´ r2

y

*

.

By Lemma 7.1, the function G satisfies the conditions (3.2.1), with the bounds

ˇ

ˇ pGp
a

ξq
ˇ

ˇ !
x1{4

|ξ|3{4
for |ξ| ‰ 0, and

ˇ

ˇ pGp
a

ξq
ˇ

ˇ !
x3{4

y|ξ|5{4
for |ξ| ě 1. (3.3.3)

Now, let us analyze the right-hand side of (3.2.2). We recall that rf p0q “ 1, and by Lemma

7.1, we know that pGp0q “ πx` Opyq. Letting z “ Dx{y2 (note that 4z{D ě 1), and using

the estimates in (3.3.3) we obtain

ˇ

ˇ

ˇ

ˇ

ˇ

8
ÿ

n“1

rf pnq pG

ˆ

c

4n

D

˙

ˇ

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

aďnďz

rf pnq pG

ˆ

c

4n

D

˙

`
ÿ

nąz

rf pnq pG

ˆ

c

4n

D

˙

ˇ

ˇ

ˇ

ˇ

ˇ

! D3{4x1{4
ÿ

aďnďz

rf pnq

n3{4
`
D5{4x3{4

y

ÿ

nąz

rf pnq

n5{4
.

To estimate the sums above, we use integration by parts and the well-known result (see [8,

Lemma 3.1])
ÿ

aďnďx

rf pnq “
2πx
?
D
`O

ˆ
c

x

a

˙

,
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for x ě a. Therefore,

ˇ

ˇ

ˇ

ˇ

ˇ

8
ÿ

n“1

rf pnq pG

ˆ

c

4n

D

˙

ˇ

ˇ

ˇ

ˇ

ˇ

!
D3{4x1{4

a3{4
`
D1{2x1{2

y1{2
.

We now estimate the translated terms in (3.2.2). Let r, s be integers such that 0 ď r, s ă `

and pr, sq ‰ p0, 0q. Let

B :“

"

pu, vq P Z2 : f

ˆ

u´
r

`
, v ´

s

`

˙

ă
fpu, vq

2

*

Y tp0, 0qu

be the set in the statement of Lemma 3.8 (with the point p0, 0q included). First, let us

bound the sum over pu, vq P B. We will use the fact that fpu ´ r{`, v ´ s{`q ě a{`2 for all

pu, vq P Z2, and Lemma 3.8. Then, recalling that a ! D1{2 and using (3.3.3), we see that

ÿ

pu, vqPB

ˇ

ˇ

ˇ

ˇ

ˇ

pG

˜

c

4fpu´ r{`, v ´ s{`q

D

¸ˇ

ˇ

ˇ

ˇ

ˇ

!p#Bq max
pu,vqPZ2

#

x1{4D3{4

fpu´ r{`, v ´ s{`q3{4

+

!
`3{2D5{4x1{4

a7{4
.

We analyze the sum over pu, vq P Bc, by splitting it once more into the setsBc X tfpu, vqď zu

and Bc X tfpu, vq ą zu. We estimate it using (3.3.3) as follows:

ÿ

pu, vqPBc

ˇ

ˇ

ˇ

ˇ

ˇ

pG

˜

c

4fpu´ r{`, v ´ s{`q

D

¸ˇ

ˇ

ˇ

ˇ

ˇ

!
ÿ

pu, vqPBcXtfpu,vqďzu

D3{4x1{4

fpu´ r{`, v ´ s{`q3{4
`

ÿ

pu, vqPBcXtfpu,vqązu

D5{4x3{4

y fpu´ r{`, v ´ s{`q5{4

! D3{4x1{4
ÿ

pu, vqPBcXtfpu,vqďzu

1

fpu, vq3{4
`
D5{4x3{4

y

ÿ

tfpu,vqązu

1

fpu, vq5{4

! D3{4x1{4
ÿ

aďnďz

rf pnq

n3{4
`
D5{4x3{4

y

ÿ

nąz

rf pnq

n5{4
!
D3{4x1{4

a3{4
`
D1{2x1{2

y1{2
.

Therefore, since Gp0q “ 0, we combine all the terms in (3.2.2) to find, for 1 ď y ď x1{2,

8
ÿ

n“1
`|n

rf pnqGx,yp
?
nq “

2π
?
D

rgp`qx`O

˜

rgp`q

ˆ

`7{2D3{4x1{4

a7{4
`
`2x1{2

y1{2
`

y

D1{2

˙

¸

, (3.3.4)

where rgp`q was defined in (3.2.3). Since Gx,yprq ě 0, we truncate the sum on the left-hand

side of (3.3.4) over 1 ď n ď x. Using the definition of G, this implies that

ÿ

1ďnďx
`|n

rf pnq ď
2π
?
D

rgp`qx`O

˜

rgp`q

ˆ

`7{2D3{4x1{4

a7{4
`
`2x1{2

y1{2
`

y

D1{2

˙

¸

. (3.3.5)
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To obtain the inverse inequality, we replace x by x´ y (in this case 1 ď y ď px´ yq1{2) in

(3.3.4) and use the fact that

8
ÿ

n“1
`|n

rf pnqGx´y,yp
?
nq “

ÿ

1ďnďx
`|n

rf pnqGx´y,yp
?
nq ď

ÿ

1ďnďx
`|n

rf pnq.

This yields

ÿ

1ďnďx
`|n

rf pnq ě
2π
?
D

rgp`qx`O

˜

rgp`q

ˆ

`7{2D3{4px´ yq1{4

a7{4
`
`2px´ yq1{2

y1{2
`

y

D1{2

˙

¸

. (3.3.6)

Then, choosing y “ D1{3x1{3{21{2 in (3.3.5) and (3.3.6), we conclude8 that, for x ě D2

ÿ

1ďnďx
`|n

rf pnq “
2π
?
D

rgp`qx`O

˜

rgp`q `2x1{3

D1{6
`

rgp`q `7{2D3{4x1{4

a7{4

¸

. (3.3.7)

Now, if we compare the main terms in (3.3.1) and (3.3.7), we plainly see that rgp`q “ gp`q for

any ` squarefree integer. Also note that, for each prime p, (3.3.2) implies that |gppq| ď 2{p.

Since g is a multiplicative function, for a squarefree integer ` “ p1 . . . pk, we have

|rgp`q| “ |gp`q| “ |gpp1 . . . pkq| ď
2k

p1 . . . pk
“
τp`q

`
.

Inserting this estimate in the error term of (3.3.7), we conclude.

Remark. We highlight that the asymptotic formula (3.1.2) in Theorem 3.1 holds for x ě D2.

We can establish a similar result for x ě 3, if we choose y “ x1{3{21{2 in the previous proof.

Then, for x ě 3,

ÿ

1ďnďx
`|n

rf pnq “
2π
?
D
gp`qx`O

˜

τp`q ` x1{3 `
τp`q `5{2D3{4

a7{4
x1{4

¸

.

Also note that the above formula can be extended to any primitive positive definite quadratic

form, not necessarily reduced, by considering a “ 1 in the error term.

3.4 Proof of Theorem 3.3

Let fpu, vq “ au2`buv`cv2 be a reduced positive definite quadratic form of discriminant

´D, and fix 0 ă ε ă 1{20. To prove Theorem 3.3, we follow the idea developed in [109].

Let χ “ χ´Dp¨q :“
`

´D
¨

˘

denote the corresponding Kronecker symbol, which is a quadratic

8Note that, so far, ` ě 1 is not necessarily a squarefree integer. Using the estimate |rgp`q| ď 1, we obtain
a general version of Theorem 3.1.
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Dirichlet character, and let Lps, χq be the associated L-function. We remark that, in the

ranges (3.1.7) and (3.1.8), using the fact that f is reduced, we have that x ě x´ y ě D2.

Let us define w “ #tpp, q, r, sq P Z4 : ps ´ qr “ 1 and fpu, vq “ fppu ` qv, ru ` svqu.

By [105, p. 63 Satz 2], we have that w “ 6 when D “ 3, w “ 4 when D “ 4, and w “ 2

otherwise. This implies that, if p is a prime represented by f , then it is represented with

multiplicity δ´1
f w, where δf is defined in (3.1.3). The number w is related to the class

number hp´Dq through the class number formula (see [105, p. 72, Staz 5]):

hp´Dq “
w
?
D

2π
Lp1, χq. (3.4.1)

We start by dividing into cases, depending on the size of Lp1, χq.

3.4.1 The case Lp1, χq ě plog yq´2

Let z ě 2 be a parameter to be chosen later, and define P “
ś

pďz p. Then, one can see

that

w

δf

`

πf pxq ´ πf px´ yq
˘

ď
ÿ

x´yănďx
pn,P q“1

rf pnq `
w

δf
πpzq. (3.4.2)

Let us bound the sieved sum on the right-hand side of (3.4.2). For a squarefree integer

` ě 1, Theorem 3.1 gives us

ÿ

x´yănďx
`|n

rf pnq “
2π y
?
D
gp`q ` E`, (3.4.3)

where

|E`| !
τp`q `

D1{6
x1{3 `

τp`q `5{2D3{4

a7{4
x1{4. (3.4.4)

Then, (3.4.3) and a direct application of Selberg’s upper bound sieve (see [44, Theorem 7.1

and Eq. (7.32)] with level of distribution z2 give us

ÿ

x´yănďx
pn,P q“1

rf pnq ď
2π y
?
D
J´1 `

ÿ

`|P
`ăz2

τ3p`q|E`|, (3.4.5)

where J “
ř

`ăz, `|P hp`q, and h is a multiplicative function defined by

hp`q “
ź

p|`

gppq

1´ gppq
.

59



To bound the main term in (3.4.5), we treat g as a completely multiplicative function, to

obtain (see [109, Eq. (8.8)])

J ě
ÿ

`ăz

gp`q. (3.4.6)

To bound the sum on the right-hand side of (3.4.5), we use (3.4.4), and integration by parts

with the estimate (see [79, Theorem 1])

ÿ

nďx

τ3pnqτpnq ! xplog xq5.

It follows that

ÿ

`|P
`ăz2

τ3p`q|E`| !
x1{3

D1{6

ÿ

`ăz2

τ3p`qτp`q ``
D3{4x1{4

a7{4

ÿ

`ăz2

τ3p`qτp`q `
5{2

!
x1{3z4plog zq5

D1{6
`
D3{4x1{4z7plog zq5

a7{4
. (3.4.7)

We now combine (3.4.2), (3.4.5), (3.4.6), (3.4.7), the prime number theorem, and the fact

that x ě D2. We obtain

w

δf

`

πf pxq ´ πf px´ yq
˘

ď
2π y

?
D

ÿ

`ăz

gp`q
`O

ˆ

x1{3z4plog zq5

D1{6
`
D3{4x1{4z7plog zq5

a7{4

˙

. (3.4.8)

To analyze the main term in the right-hand side of (3.4.8), we use some bounds given in [109].

Combining Lemma 4.3, Lemma 4.4 and Lemma 8.2 of [109], for any fixed 0 ă ε ă 1{20, it

follows that

ÿ

`ăz

gp`q ě Lp1, χq log z ´

ˆ

1

8
` ε

˙

Lp1, χq logD `O
`

Lp1, χq ` z´ε
2{2

˘

, (3.4.9)

for any z ě 1 such that z " D1{4`ε.

The first range (3.1.7)

We recall that, in the range

D2

a
x1{3`ε ď y ď x4{9,

we have x ě D18{a9 ě D13, since f is reduced. Now, we choose

z “
a1{4y1{4plog yq´2

D5{24x1{12
` 2.
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Note that log z » log y. Then, from (3.4.8) we see that

w

δf

`

πf pxq ´ πf px´ yq
˘

ď
2π y

?
D

ÿ

`ăz

gp`q
`O

ˆ

y
?
Dplog yq3

˙

.

Using the class number formula (3.4.1) and the well-known estimate Lp1, χq ! logD ! log y,

we get

πf pxq ´ πf px´ yq ď
δf y

hp´DqpLp1, χqq´1
ÿ

`ăz

gp`q
`O

ˆ

δf y

hp´Dqplog yq2

˙

. (3.4.10)

On the other hand, since z ě 1 and z " D1{4`ε{4, from (3.4.9) it follows that

pLp1, χqq´1
ÿ

`ăz

gp`q ě log z ´

ˆ

1

8
`
ε

4

˙

logD `O
`

1` plog yq2z´ε
2{32

˘

ě
1

4
log y ´

1

12
log x´

ˆ

1

3
`
ε

4

˙

logD `
1

4
log a`Oplog log yq

“
1´ θ1

4
log y `Oplog log yq,

where θ1 is defined as

θ1 “
log x

3 log y
`

ˆ

4

3
` ε

˙

logD

log y
´

log a

log y
.

One can see that 9ε{4 ă 1´ θ1 ă 1{4. Therefore,

1

pLp1, χqq´1
ÿ

`ăz

gp`q
ď

4

p1´ θ1q log y

ˆ

1`O

ˆ

log log y

log y

˙˙

.

Inserting this in (3.4.10), we obtain the desired result.

The second range (3.1.8)

We recall that, in the range

x4{9 ď y ď x3{5,

we are assuming that x ě D18. Now, we choose

z “
a1{4 y1{7plog yq´2

D5{24x1{28
` 2.
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Note that z ě 1, z " D1{4`1{28 and log z » log y. We proceed as in the previous case to

obtain (3.4.10). Using (3.4.9), it follows that

pLp1, χqq´1
ÿ

`ăz

gp`q ě
1

7
log y ´

1

28
log x´

31

84
logD `

1

4
log a`Oplog log yq

“
1´ θ2

7
log y `Oplog log yq,

where θ2 is defined by

θ2 “
log x

4 log y
`

31

12

logD

log y
´

7

4

log a

log y
.

Then, 11{96 ď 1´ θ2 ă 7{12, and we obtain

1

pLp1, χqq´1
ÿ

`ăz

gp`q
ď

7

p1´ θ2q log y

ˆ

1`O

ˆ

log log y

log y

˙˙

.

Inserting this in (3.4.10), we obtain the desired result.

3.4.2 The case Lp1, χq ă plog yq´2

Applying Theorem 3.1 with ` “ 1, we have that

w

δf

`

πf pxq ´ πf px´ yq
˘

ď
ÿ

x´yănďx

rf pnq “
2π y
?
D
`O

ˆ

x1{3

D1{6
`
D3{4x1{4

a7{4

˙

.

Then, using the class number formula (3.4.1) and the bound Lp1, χq ă plog yq´2, it follows

that, in both ranges,

πf pxq´πf px´ yq ď

"

1`O

ˆ

D1{3x1{3

y

˙

`O

ˆ

D5{4x1{4

a7{4y

˙*

δf y

hp´Dq
Lp1, χq !

y

hp´Dqplog yq2
.

This implies our desired result in this case, and we conclude the proof of Theorem 3.3.

3.5 Hecke characters and Hecke L-functions

In this section, we will review the necessary background on Hecke L-functions, and their

relation to quadratic forms, to prove Theorem 3.5.

3.5.1 From quadratic forms to ideals of quadratic fields

It is well-known that there is a bijection between equivalence classes of positive definite

quadratic forms, and equivalence classes of certain ideals in imaginary quadratic fields (see

[39, Section 7] and [105] for expositions). More precisely, let f be a positive definite primitive

form of discriminant ´D, and let K “ Qp
?
´Dq be the associated imaginary quadratic field.
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We can write

D “ q2DK , (3.5.1)

where q is some positive integer and DK is the absolute discriminant of K over Q. To

describe the classes of ideals that correspond to quadratic forms, we must first introduce

some notation.9 We follow Zaman’s notation in [107] and [108].

Denote by N be the norm in K over Q, and let q be an integral ideal of K. Let Ipqq be

the group of fractional ideals of K relatively prime to q, and let Pq be the group of principal

ideals pαq of K such that α is positive and α ” 1 pmod qq. Let

Clpqq :“ Ipqq{Pq (3.5.2)

be the narrow ray class group of K modulo q. Additionally, let H be a subgroup of Ipqq

such that

Pq Ă H Ă Ipqq. (3.5.3)

For such an H, we call the quotient Ipqq{H a congruence class group, and we denote by

hH :“ |Ipqq{H| its cardinality. Note that Ipqq{H Ă Clpqq. In our setting for quadratic

forms, we will mainly need the above with the principal ideal q “ pqq, where q is given in

(3.5.1); and with H0 the group of principal ideals pαq of K such that α ” a pmod qq, for

some a P Z with ppaq, qq “ 1 (that is, with paq and q coprime). Note that Pq Ă H0 Ă Ipqq.

With this notation, we can state the equivalence between ideals and forms.

Lemma 3.9. For each equivalence class of primitive positive definite quadratic forms rf s,

there is a unique A “ Af P Ipqq{H0 such that, for any integer m, m is represented by f if

and only if there is an integral ideal a P A, with Na “ m. This correspondence is bijective.

Proof. This follows from Theorem 7.7 and Proposition 7.22 of [39]. See also [39, pp. 144-145]

for the slightly more general framework of congruence class groups that we use here.

In particular, note that hp´Dq “ hH0 “ |Ipqq{H0|, where hp´Dq is the number of proper

equivalence classes of primitive quadratic forms of discriminant ´D.

3.5.2 Hecke characters

We define a Hecke character χ pmod qq to be a character of the group Clpqq, which we

defined in (3.5.2). Additionally, a character χ pmodHq is a character of a congruence class

group Ipqq{H. Given a Hecke character χ pmod qq, abusing notation, we can extend the

definition of χ to a multiplicative function over all integral ideals of K, such that χpnq “ 0

when pn, qq ‰ 1, and χpnq “ 1 when n P Pq. With this correspondence, the characters

χ pmodHq of a congruence class group correspond exactly to the Hecke characters mod q

9This notation and some of our subsequent results in this section, could be given for arbitrary algebraic
number fields, as in [107]. However, for simplicity, we will only state the definitions and results in the case
of imaginary quadratic fields, which is the case relevant to positive definite quadratic forms.
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such that χphq “ 1, for all h P H. From now on, we will work with this extended definition

of Hecke characters, as functions over all integral ideals.

We denote the trivial character mod q by χ0, so that χ0pnq “ 1 when pn, qq “ 1, and 0

otherwise. Given a character χ pmod qq, there is a unique fχ | q, the conductor of χ, such that

χ is induced by a primitive character χ˚ pmod fχq. This implies that χpnq “ χ˚pnqχ0pnq.

See, for instance, [107] for further background on Hecke characters. For any congruence

class group, we also have the orthogonality relations (see [69, p. 44]): for all A P Ipqq{H,

ÿ

χ pmodHq

χpAq “

#

hH , if A “ H,

0, if A ‰ H.

In particular, for an integral ideal a, we have that

ÿ

χ pmodHq

χpAqχpaq “

#

hH , if a P A,

0, if a R A.
(3.5.4)

3.5.3 The family of Hecke L-functions

Here, we describe the family of Hecke L-functions in the framework of [69, Chapter 5].

Below, we adopt the notation

ΓRpzq :“ π´z{2 Γ
´z

2

¯

,

where Γ is the usual Gamma function. For a character χ pmod qq, we define the function

Lps, χq :“
ÿ

a

χpaq

pNaqs
“

ź

p

ˆ

1´
χppq

pNpqs

˙´1

,

where the sum and the product runs over all integral ideals a and prime ideals p of K,

respectively, and both converge absolutely to Lps, χq on ts P C ; Re s ą 1u. When χ is

primitive, it is known that Lps, χq satisfies the following conditions (see [69, p. 129] and

[107, Section 2]):

(i) There exists a sequence tλχpnquně1 of complex numbers (λχp1q “ 1), such that the series

8
ÿ

n“1

λχpnq

ns

converges absolutely to Lps, χq on ts P C ; Re s ą 1u. In fact, the sequence tλχpnquně1 is

defined by

λχpnq “
ÿ

a
Na“n

χpaq.

(ii) For each prime number p, there exist α1,χppq and α2,χppq in C, such that |αj,χppq| ď 1
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and10

Lps, χq “
ź

p

ˆ

1´
α1,χppq

ps

˙´1 ˆ

1´
α2,χppq

ps

˙´1

.

The product converges absolutely on the half plane ts P C; Re s ą 1u.

(iii) Denote Dχ :“ DK Nfχ. The completed L-function

Λps, χq :“ Ds{2
χ ΓRpsqΓRps` 1qLps, χq

is a meromorphic function of order 1. It has no poles other than 0 and 1, which have the

same order rpχq P t0, 1u. Additionally, rpχq “ 1 if χ is the trivial character mod q, and 0

otherwise. Furthermore, the function Λps, χq satisfies the the functional equation

Λps, χq “ εpχqΛp1´ s, χq,

where εpχq is a complex number of absolute value 1. In particular, when q “ p1q and χ “ χ0,

the function Lps, χ0q is the Dedekind zeta function ζKpsq of K, defined as in [69, Section

5.10]. Moreover, we have that

L1

L
ps, χq “ ´

8
ÿ

n“2

Λχpnq

ns

converges absolutely for Re s ą 1, where11

Λχpnq “
ÿ

a
Na“n

χpaqΛKpaq, (3.5.5)

and

ΛKpaq “

#

log Np, if a “ pr for some integer r ě 1,

0, otherwise.
(3.5.6)

Logarithmically differentiating the Euler product, it can be shown that |Λχpnq| ď 2Λpnq,

where Λpnq is the usual von Mangoldt function. In particular, one can see that

ÿ

a
Na“n

ΛKpaq ď 2Λpnq. (3.5.7)

Remark. If χ (mod q) is a non-primitive character induced by the primitive character χ˚

(mod fχ), we have the relation

Lps, χq “ Lps, χ˚q
ź

p|q

ˆ

1´
χ˚ppq

pNpqs

˙

. (3.5.8)

10This follows from the factorization law of primes in imaginary quadratic fields (see, for instance [69, p.
57]).

11We also extend this definition of Λχ to any function defined over integral ideals, in place of χ.
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In particular, Lps, χq also extends to a meromorphic function, such that Lps, χq and Lps, χ˚q

have the same set of zeros in the strip 0 ă Re s ă 1.

3.5.4 The Guinand-Weil formula

The classical Guinand-Weil explicit formula establishes a relationship between the zeros

of an L-function, the associated coefficients Λχpnq (given in this case in (3.5.5)), an arbitrary

function G, and its Fourier transform pG. In the case of a Hecke L-function Lps, χq, the

coefficients Λχpnq contain information about prime ideals, twisted by the character χ.

We will use the version of this formula in [21, Lemma 5]. However, this only applies to

the case of a primitive Hecke character mod q, and we will need a version that averages over

all characters, primitive and non-primitive, in a given congruence class group. The result is

the following, which could be of independent interest for further applications.12

Lemma 3.10. Let q be an integral ideal of the imaginary quadratic field K. Let Ipqq{H be

a congruence class group as in (3.5.3), and let A P Ipqq{H. Let Gpsq be analytic in the strip

|Im s| ď 1
2 ` ε, for some ε ą 0. Assume that |Gpsq| ! p1` |s|q´p1`δq for some δ ą 0, when

|Re s| Ñ 8. Then

ÿ

χ pmodHq

χpAq
ÿ

ρχ

G

˜

ρχ ´
1
2

i

¸

“ G

ˆ

1

2i

˙

`G

ˆ

´
1

2i

˙

`
hHκHpAq

π

ż 8

´8

Gpuq

"

Re
Γ1R
ΓR

`

1
2 ` iu

˘

` Re
Γ1R
ΓR

`

3
2 ` iu

˘

*

du

´
hH
2π

8
ÿ

n“2

1
?
n

pG

ˆ

log n

2π

˙

$

’

&

’

%

ÿ

aPA
Na“n

ΛKpaq

,

/

.

/

-

´
1

2π

8
ÿ

n“2

1
?
n

pG

ˆ

´ log n

2π

˙

$

&

%

ÿ

χ pmodHq

χpAqΛχpnq

,

.

-

`O
´

hH logpDKNqq‖ pG‖8
¯

,

where the sum over ρχ runs over all zeros of Lps, χq in the strip 0 ă Re s ă 1. The coeffi-

cients Λχpnq and ΛKpaq are defined in (3.5.5); κHpAq “ 1 when A “ H, and 0 otherwise.

Proof. We follow the approach used in [33, Lemma 3] for Dirichlet characters modulo q ě 3.

The Guinand-Weil formula in [21, Lemma 5], when specialized to Lps, χq for a primitive

12Like the rest of this section, the previous lemma is only stated for the case of imaginary quadratic
fields, to simplify the technical details of some of the definitions. However, a similar statement holds true
for families of Hecke L-functions of arbitrary algebraic number fields, with a similar proof.
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Hecke character χ pmod qq, states the following:

ÿ

ρχ

G

˜

ρχ ´
1
2

i

¸

“ rpχq

"

G

ˆ

1

2i

˙

`G

ˆ

´
1

2i

˙*

`
logDχ

2π
pGp0q

`
1

π

ż 8

´8

Gpuq

"

Re
Γ1R
ΓR

`

1
2 ` iu

˘

` Re
Γ1R
ΓR

`

3
2 ` iu

˘

*

du

´
1

2π

8
ÿ

n“2

1
?
n

"

Λχpnq pG

ˆ

log n

2π

˙

` Λχpnq pG

ˆ

´ log n

2π

˙*

,

(3.5.9)

where the sum on the left-hand side runs over the zeros of Λps, χq, which coincide with

the zeros of Lps, χq in 0 ă Re s ă 1. Now, let χ be a non-primitive character mod q. Let

χ˚ pmod fχq be the unique primitive character that induces χ, where fχ | q, so that χ “ χ˚χ0,

where χ0 is the trivial character mod q. We can then write χ˚paq “ χpaq`χ˚paqχ̃0paq, where

χ̃0paq “ 1´ χ0paq. Applying (3.5.9) for χ˚, it follows that

ÿ

ρχ˚

G

˜

ρχ˚ ´
1
2

i

¸

“ rpχq

"

G

ˆ

1

2i

˙

`G

ˆ

´
1

2i

˙*

`
logDχ˚

2π
pGp0q

`
1

π

ż 8

´8

Gpuq

"

Re
Γ1R
ΓR

`

1
2 ` iu

˘

` Re
Γ1R
ΓR

`

3
2 ` iu

˘

*

du

´
1

2π

8
ÿ

n“2

1
?
n

"

Λχpnq pG

ˆ

log n

2π

˙

` Λχpnq pG

ˆ

´ log n

2π

˙*

´
1

2π

8
ÿ

n“2

1
?
n

"

Λχ˚χ̃0pnq
pG

ˆ

log n

2π

˙

` Λχ˚χ̃0pnq
pG

ˆ

´ log n

2π

˙*

.

Since χ̃0paq “ 0 when a and q are coprime, by Lemma 7.2, the last sum can be bounded by

ˇ

ˇ

ˇ

ˇ

ˇ

1

2π

8
ÿ

n“2

1
?
n

"

Λχ˚χ̃0pnq
pG

ˆ

log n

2π

˙

` Λχ˚χ̃0pnq
pG

ˆ

´ log n

2π

˙*

ˇ

ˇ

ˇ

ˇ

ˇ

! ‖ pG‖8
ÿ

p|q, kě1

log Np

pNpqk{2

! ‖ pG‖8
a

logpNq` 1q.

Letting QH :“ maxtNfχ : χ pmod Hqu, note that

logDχ ď logpDK QHq ď logpDK Nqq.

By (3.5.8), Lps, χq and Lps, χ˚q have the same zeros in 0 ă Re s ă 1. Then, for any

non-primitive character χ pmodHq, we obtain that13

ÿ

ρχ

G

˜

ρχ ´
1
2

i

¸

“ rpχq

"

G

ˆ

1

2i

˙

`G

ˆ

´
1

2i

˙*

`
1

π

ż 8

´8

Gpuq

"

Re
Γ1R
ΓR

`

1
2 ` iu

˘

` Re
Γ1R
ΓR

`

3
2 ` iu

˘

*

du

13In fact, in this step we have the slightly better error term !
`

logpDK QHq `
a

log pNq` 1q
˘

} pG}8.

67



´
1

2π

8
ÿ

n“2

1
?
n

"

Λχpnq pG

ˆ

log n

2π

˙

` Λχpnq pG

ˆ

´ log n

2π

˙*

`O
´

logpDK Nqq‖ pG‖8
¯

.

We now multiply by χpAq and sum over all χ pmodHq. Using that rpχq “ 1 if χ is the

trivial character, and 0 otherwise, we get that

ÿ

χ pmodHq

χpAq
ÿ

ρχ

G

˜

ρχ ´
1
2

i

¸

“ G

ˆ

1

2i

˙

`G

ˆ

´
1

2i

˙

`
ÿ

χ pmodHq

χpAq
1

π

ż 8

´8

Gpuq

"

Re
Γ1R
ΓR

`

1
2 ` iu

˘

` Re
Γ1R
ΓR

`

3
2 ` iu

˘

*

du

´
1

2π

8
ÿ

n“2

1
?
n

pG

ˆ

log n

2π

˙

$

&

%

ÿ

χ pmodHq

χpAqΛχpnq

,

.

-

´
1

2π

8
ÿ

n“2

1
?
n

pG

ˆ

´ log n

2π

˙

$

&

%

ÿ

χ pmodHq

χpAqΛχpnq

,

.

-

`O
´

hH logpDKNqq ‖ pG‖8
¯

.

Using (3.5.5), Fubini’s theorem, and the orthogonality relations (3.5.4), we obtain the desired

result.

3.6 Proof of Theorem 3.5

We follow the argument of Carneiro, Milinovich, and Soundararajan in [22, Section 5].

To begin, fix a primitive positive definite quadratic form f of discriminant ´D, and let

A P Ipqq{H0 be the corresponding ideal class as in Lemma 3.9. Assume GRH for all Hecke

L-functions associated with characters χ pmodH0q. Furthermore, take a fixed even and

bandlimited Schwartz function F : R Ñ R such that F p0q ą 0 and supp p pF q Ă r´N,N s,

for some N ě 1. We can extend F to an entire function, and using the Phragmén-Lindelöf

principle, the hypotheses of Lemma 3.10 are satisfied. Let 0 ă ∆ ď 1 and 1 ă σ be free

parameters, to be chosen later, such that

2π∆N ď log σ.

We remark that we will send σ Ñ 8 and ∆ Ñ 0. In this section, we will allow all implicit

constants to depend on the fixed quadratic form f , its discriminant, and the fixed function

F , but not on the free parameters σ and ∆.
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3.6.1 Asymptotic analysis

The following computations are similar to those in [22] and [33], so we highlight the

differences. Consider the function Gpzq :“ ∆F p∆zqσiz. We apply Lemma 3.10 to G, with

our specific choices of q, H0 and A. This gives

ÿ

χ pmodH0q

χpAq
ÿ

γχ

Gpγχq “ G

ˆ

1

2i

˙

`G

ˆ

´
1

2i

˙

`
hp´DqκH0pAq

π

ż 8

´8

Gpuq

"

Re
Γ1R
ΓR

`

1
2 ` iu

˘

` Re
Γ1R
ΓR

`

3
2 ` iu

˘

*

du

´
hp´Dq

2π

8
ÿ

n“2

1
?
n

pG

ˆ

log n

2π

˙

$

’

&

’

%

ÿ

aPA
Na“n

ΛKpaq

,

/

.

/

-

´
1

2π

8
ÿ

n“2

1
?
n
pG

ˆ

´ log n

2π

˙

$

&

%

ÿ

χ pmodH0q

χpAqΛχpnq

,

.

-

`Op1q,

(3.6.1)

where the inner sum on the left-hand side runs over the imaginary parts of the zeros of

Lps, χq on the line Re s “ 1
2 . The first, second, and fourth lines in the right-hand side of

(3.6.1) can be estimated as in [22, pp. 553–554]. In this way, we obtain the following:

ÿ

χ pmodH0q

χpAq
ÿ

γχ

Gpγχq “ ∆F p0q
?
σ ´

hp´Dq

2π

8
ÿ

n“2

1
?
n

pG

ˆ

log n

2π

˙

$

’

&

’

%

ÿ

aPA
Na“n

ΛKpaq

,

/

.

/

-

`O
`

∆2?σ
˘

`Op1q.

Therefore,

∆F p0q
?
σ ď

ÿ

χ pmodH0q

ÿ

γχ

ˇ

ˇGpγχq
ˇ

ˇ`
hp´Dq

2π

8
ÿ

n“2

1
?
n

pG

ˆ

log n

2π

˙

`

$

’

&

’

%

ÿ

aPA
Na“n

ΛKpaq

,

/

.

/

-

`O
`

∆2?σ
˘

`Op1q.

(3.6.2)

To analyze the first sum on the right-hand side of (3.6.2), we recall the formula [69, Theorem

5.8]

NpT, χq “
T

π
log

ˆ

DχT
2

p2πeq2

˙

`Oplog T ` logDχq,

where NpT, χq denotes the number of zeros of Lps, χq in the rectangle 0 ă σ ă 1 and

|γ| ď T . This holds for both primitive and non-primitive characters. Note that the term T 2

comes from the fact that K is an algebraic extension of Q of degree 2. For each χ pmodH0q,
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integration by parts gives us (see [22, Eq. (5.4)]) that

ÿ

γχ

|Gpγχq| “
logp1{2π∆q

π
‖F‖1 `Op1q.

Then,

ÿ

χ pmodH0q

ÿ

γχ

ˇ

ˇGpγχq
ˇ

ˇ “ hp´Dq
logp1{2π∆q

π
‖F‖1 `Op1q. (3.6.3)

3.6.2 From ideals to primes represented by f

We now consider the second sum on the right-hand side of (3.6.2). This sum is given by

8
ÿ

n“2

1
?
n

pG

ˆ

log n

2π

˙

`

$

’

&

’

%

ÿ

aPA
Na“n

ΛKpaq

,

/

.

/

-

“

8
ÿ

n“2

1
?
n

pF

ˆ

logpn{σq

2π∆

˙

`

$

’

&

’

%

ÿ

aPA
Na“n

ΛKpaq

,

/

.

/

-

. (3.6.4)

We first make some reductions to the sum over n. Initially, since supp p pF q Ă r´N,N s, the

sum runs over σe´2π∆N ď n ď σe2π∆N . Note that the sum is supported over integers n that

are (integer) prime powers, since ΛK is supported on powers of prime ideals. Furthermore,

by the relationship between ideals and forms (Lemma 3.9), the sum over n is actually

supported over prime powers that are represented by f . Using (3.5.7), the contribution of

the prime powers n “ pk, with k ě 2, is Op1q. The sum (3.6.4) is therefore reduced, up to an

error term Op1q, to a sum over primes p represented by f , such that p P rσe´2π∆N , σe2π∆N s.

Our version of the Brun-Titchmarsh theorem, Corollary 3.4, will be useful to estimate the

contribution near the endpoints of this interval.

We continue by choosing the parameters ∆ and σ, and bounding the corresponding

contribution of the primes in the interval pσe´2π∆, σe2π∆s to the sum (3.6.4). Fix α ě 0,

and assume that c ą 0 is a fixed constant such that

lim inf
xÑ8

πf
`

x` c
?
x log xq ´ πf pxq
?
x

ď α.

Then, for any ε ą 0, there exists a sequence of xÑ8, such that there are at most pα`εq
?
x

primes represented by f in the interval px, x ` c
?
x log xs. For each x in this sequence, we

choose σ and ∆ such that

“

x, x` c
?
x log x

‰

“

”

σe´2π∆, σe2π∆
ı

.

This implies that (see [22, Eq. (5.7)-(5.8)])

4π∆ “ c
log x
?
x
`O

ˆ

log2 x

x

˙

, and σ “ x`Op
?
x log xq.
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Note that δf “ 1{2 (defined in (3.1.3)) if and only if A “ tā : a P Au. Using the factorization

law of primes in imaginary quadratic fields [69, p. 57], we can plainly see that

ÿ

aPA
Na“p

ΛKpaq “ log p
ÿ

aPA
Na“p

1 ď
log p

δf
. (3.6.5)

Using that p pF ptqq` ď }F }1 and (3.6.5), we bound the contribution in this interval by

}F }1
ÿ

pPpσe´2π∆,σe2π∆s

1
?
p

$

’

’

&

’

’

%

ÿ

aPA
Na“p

ΛKpaq

,

/

/

.

/

/

-

ď
}F }1
δf

ÿ

pPpσe´2π∆,σe2π∆s

log p
?
p

ď
}F }1
δf

pα` εq
?
x

log x
?
x
“
}F }1
δf

pα` εq log x.

Finally, we estimate the contribution of the primes in the intervals rσe´2π∆N , σe´2π∆s and

rσe2π∆, σe2π∆N s. We will need the following estimate: for g P C1pra, bsq we have

0 ď Spg`, P q ´

ż b

a
pgptqq` dt ď δpb´ aq sup

xPra,bs
|g1pxq|, (3.6.6)

where P is a partition of ra, bs of norm at most δ and Spg`, P q is the upper Riemann sum

of the function g` and the partition P . We apply (3.6.6) with the function

gptq “ pF

ˆ

logpt{σq

2π∆

˙

,

and the partition P “ tx0 ă . . . ă xJu that covers the interval rσe2π∆, σe2π∆N s Ă

Y
J´1
j“0 rxj , xj`1s, with x0 “ σe2π∆, xj`1 “ xj `

?
xj . Defining Mj “ suptg`pxq : x P

rxj , xj`1su, by Corollary 3.4, (3.6.5), and (3.6.6) we bound the contribution in this interval

as follows:14

ÿ

1ď log p{σ
2π∆

ďN

1
?
p
pF

ˆ

logpp{σq

2π∆

˙

`

$

’

’

&

’

’

%

ÿ

aPA
Na“p

ΛKpaq

,

/

/

.

/

/

-

ď
1

δf

ÿ

1ď log p{σ
2π∆

ďN
p represented by f

pF

ˆ

logpp{σq

2π∆

˙

`

log p
?
p

ď

J´1
ÿ

j“0

ˆ

log xj
?
xj

Mj

˙

p28` εq
?
xj

hp´Dq log xj
ď
p28` εq

?
σ p2π∆q

hp´Dq

ż N

1
p pF ptqq` dt`Op1q.

14See [33, p. 7] for details in this computation.
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We treat the other interval in a similar way. Combining the two intervals, we obtain

ÿ

1ă
ˇ

ˇ

ˇ

logpp{σq
2π∆

ˇ

ˇ

ˇ
ďN

1
?
p
p pF q`

ˆ

logpp{σq

2π∆

˙

$

’

’

&

’

’

%

ÿ

aPA
Na“p

ΛKpaq

,

/

/

.

/

/

-

ď
p28` εq

?
σ p2π∆q

hp´Dq

ż

r´1,1sc
p pF ptqq` dt`Op1q.

Grouping the previous estimates, we conclude that

8
ÿ

n“2

1
?
n
p pGq`

ˆ

log n

2π

˙

$

’

&

’

%

ÿ

aPA
Na“n

ΛKpaq

,

/

.

/

-

ď
‖F‖1

δf
pα` εq log x

`
p28` εq

?
σ p2π∆q

hp´Dq

ż

r´1,1sc
p pF ptqq` dt`Op1q.

(3.6.7)

Then, inserting the estimates (3.6.3) and (3.6.7) in (3.6.2), and reordering the terms, we

obtain

?
σ∆

ˆ

F p0q ´ p28` εq

ż

r´1,1sc
p pF ptqq` dt

˙

ď
hp´Dq‖F‖1

2π

„

pα` εq
log x

δf
` 2 logp1{2π∆q



`Op1q.

Sending xÑ8 along the sequence, and then sending εÑ 0, we obtain that

c ď 2
pδf ` αqhp´Dq

δf

‖F‖1

F p0q ´ 28
ş

r´1,1scp
pF ptqq` dt

, (3.6.8)

where we assume that the denominator is positive. By the approximation argument in [22,

Section 4.1], equation (3.6.8) also holds for any even continuous function F P L1pRq, with

the mentioned restriction on the denominator. Now we must find a suitable function F .

3.6.3 Construction of F

Inspired by Gorbachev’s constructions in [63] for a related Fourier optimization problem

(see also the remark in [22, p. 536]), we search numerically for optimal dilations of functions

of the form

Hpxq “ cosp2πxq
n
ÿ

j“1

aj
p2j ´ 1q2 ´ 16x2

. (3.6.9)

Using a greedy algorithm, we found the function

F pxq “ H
´ x

0.98644

¯

, (3.6.10)
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where

Hpxq “ cosp2πxq

ˆ

68

1´ 16x2
`

5

9´ 16x2
`

1

25´ 16x2

˙

,

which, by numerical experiment,15 gives

‖F‖1

F p0q ´ 28
ş

r´1,1scp
pF ptqq` dt

ă 0.91833. (3.6.11)

Therefore, inserting it in (3.6.8) we conclude the desired result.

3.7 Uncertainty and Fourier optimization

In this section, we discuss some qualitative aspects on the problem of choosing an optimal

function F in (3.6.11). For 1 ď A ă 8, in [22] the authors introduced the functionals

JApF q :“
|F p0q| ´A

ş

r´1,1sc |
pF ptq| dt

}F }1

and

J`A pF q :“
F p0q ´A

ş

r´1,1scp
pF ptqq` dt

}F }1
,

where F is a continuous function such that F P L1pRqzt0u. They considered the following

problems:

Extremal Problem 3.10.1. Define A to be the class of continuous functions F : RÑ C,

with F P L1pRqzt0u, and E “ tF P A : supp pF Ă r´1, 1su. Find

CpAq :“

$

’

’

&

’

’

%

sup
FPA

JApF q, if 1 ď A ă 8;

sup
FPE

|F p0q|

}F }1
, if A “ 8.

Extremal Problem 3.10.2. Define A` to be the class of even and continuous functions

F : RÑ R, with F P L1pRqzt0u, and E` “ tF P A` : pF ptq ď 0 for |t| ě 1u. Find

C`pAq :“

$

’

’

&

’

’

%

sup
FPA

J`A pF q, if 1 ď A ă 8;

sup
FPE`

F p0q

}F }1
, if A “ 8.

The authors show that, for all 1 ď A ď 8, we have 1 ď CpAq ď C`pAq ď 2. The proof

in Section 3.6 and an approximation argument ([22, Section 4.1]) show that, to optimize the

value of the constant in Theorem 3.5, we must find C`p28q, where 28 is the constant in the

Brun-Titchmarsh-type result given in Corollary 3.4.

15The bound 0.91833 in (3.6.11) was determined rigorously, using ball arithmetic with the ARB library.
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One way to construct good functions for some Fourier optimization problems is to consider

those of the form F pxq “ P pxqe´πx
2
, where P is a polynomial. They were constructed in

[33] via semidefinite programming. Note, however, that when A “ 8, these functions do

not even belong to the family E , as they are never bandlimited. Similarly, when A Ñ 8,

optimizing JApF q requires an increasing concentration of the mass of pF in the interval

r´1, 1s. For the same reason, by the uncertainty principle, we might expect that functions

of the form P pxqe´πx
2
, when P has bounded degree, become inadequate as A grows, while

bandlimited functions of the form (3.6.9), which give the best known bounds when A “ 8

(see [63]), become better. This qualitative observation can be formalized in the following

way:

Proposition 3.11. Let n ě 1 be an integer. Let Fn be the class of functions of the form

P pxqe´πx
2
, where P P Rrxs is a polynomial of degree at most n (not identically 0). Then,

there exists An ą 1, such that, for all A ě An, we have

sup
FPFn

JApF q ď 0.

In particular, for large A, polynomials of bounded degree times a gaussian are always far

from the (positive) supremum.

Proof. Note that Fn Y t0u is a vector space of dimension n ` 1, and it is invariant under

the Fourier transform. Clearly, for any interval I Ă R, the function

pa0, a1, . . . , anq ÞÑ

ż

I

ˇ

ˇ

ˇ

ˇ

ˇ

n
ÿ

j“0

ajx
j

ˇ

ˇ

ˇ

ˇ

ˇ

e´πx
2

dx

is a continuous function from Rn`1 to R, and homogeneous of degree 1. Therefore, by a

compactness argument, there exists a function F0 P Fn that maximizes the quantity

Dn :“ max
FPFn

ş1
´1 |F pxq| dx
ş

R |F pxq| dx
“ max

FPFn

ş1
´1 |

pF ptq| dt
ş

R |
pF ptq| dt

.

Since F0 is not bandlimited, we have 0 ă Dn ă 1. Additionally, note that, for F P Fn, we

have

|F p0q| ď

ż

R
| pF ptq| dt ď

1

1´Dn

ż

r´1,1sc
| pF ptq| dt.

Therefore, for A ą 1
1´Dn

, and F P Fn, we have JApF q ă 0, and this implies the desired

result.

We conjecture that a similar behavior holds for the problem C`pAq, as A Ñ 8. For

instance, functions constructed by David de Laat16 via semidefinite programming (applying

the methods used in [33]), with polynomials of degree at most 122, imply the estimate

16Personal communication.
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C`p28q ě 1.0865. Meanwhile, the bandlimited function defined in (3.6.10) gives C`p28q ě

1.0889.

In general, for some values17 of A, Table 1 compares the lower bounds for C`pAq that are

obtained via semidefinite programming, with those obtained using bandlimited functions.

The functions constructed via semidefinite programming (following [33, Section 4], and

communicated by David de Laat) have the form P pxqe´πx
2
, where P is a polynomial of

degree at most 82 or 122 (that is, functions in F82 or F122). On the other hand, the

aforementioned bandlimited functions F are constructed as in (3.6.10) (that is, F P PW).18

Table 2 gives the necessary parameters to define these functions. They have the form

F pxq “ H

ˆ

x

λ

˙

, (3.7.1)

where

Hpxq “ cosp2πxq

ˆ

a1

1´ 16x2
`

a2

9´ 16x2
`

a3

25´ 16x2

˙

, (3.7.2)

with a1, a2, a3 P R. This gives strong evidence for the following conjecture:

Conjecture 3.12. There exists an absolute ε ą 0, such that the following holds: for n ě 1

an integer, there exists A`n ą 1, such that, for A ě A`n , we have

sup
FPFn

J`A pF q ď C`pAq ´ ε.

However, proving it seems more subtle, and is related to the concentration of positive mass

of a function, instead of total mass, similar to the sign uncertainty principles described in

Chapter 2. In particular, a similar conjecture for the functions P pxqe´πx
2

of bounded degree

was stated in [35, Conjecture 3.2].

17From [22, Theorem 1.2], it is known that C`p1q=2, and we include our bounds for the sake of comparison.
For the other values of A, our bounds in Table 1 slightly improve the general lower bounds obtained in [22,
Theorem 1.2 and 1.3].

18The notation PW comes from the Paley-Wiener space.
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A F82 F122 PW A F82 F122 PW
1.0 1.9016 1.9307 1.9602 18.0 1.0893 1.0944 1.0931

1.5 1.4070 1.4089 1.3430 18.5 1.0887 1.0938 1.0928

2.0 1.2900 1.2933 1.2417 19.0 1.0881 1.0933 1.0925

2.5 1.2346 1.2378 1.1972 19.5 1.0875 1.0928 1.0922

3.0 1.2025 1.2049 1.1719 20.0 1.0870 1.0923 1.0919

3.5 1.1807 1.1830 1.1555 20.5 1.0865 1.0918 1.0917

4.0 1.1653 1.1673 1.1439 21.0 1.0860 1.0914 1.0914

4.5 1.1538 1.1555 1.1355 21.5 1.0856 1.0909 1.0912

5.0 1.1448 1.1467 1.1290 22.0 1.0852 1.0905 1.0909

5.5 1.1378 1.1396 1.1239 22.5 1.0848 1.0901 1.0907

6.0 1.1320 1.1339 1.1198 23.0 1.0845 1.0897 1.0905

6.5 1.1271 1.1294 1.1164 23.5 1.0841 1.0893 1.0903

7.0 1.1228 1.1255 1.1136 24.0 1.0838 1.0890 1.0901

7.5 1.1191 1.1222 1.1112 24.5 1.0835 1.0886 1.0900

8.0 1.1159 1.1192 1.1091 25.0 1.0832 1.0883 1.0898

8.5 1.1131 1.1166 1.1073 25.5 1.0830 1.0880 1.0896

9.0 1.1107 1.1142 1.1058 26.0 1.0827 1.0876 1.0895

9.5 1.1086 1.1121 1.1044 26.5 1.0825 1.0873 1.0893

10.0 1.1067 1.1101 1.1031 27.0 1.0823 1.0871 1.0892

10.5 1.1049 1.1084 1.1020 27.5 1.0820 1.0868 1.0890

11.0 1.1033 1.1068 1.1010 28.0 1.0818 1.0865 1.0889

11.5 1.1019 1.1054 1.1001 28.5 1.0816 1.0863 1.0888

12.0 1.1005 1.1041 1.0993 29.0 1.0814 1.0860 1.0886

12.5 1.0992 1.1030 1.0985 29.5 1.0812 1.0858 1.0885

13.0 1.0980 1.1019 1.0978 30.0 1.0810 1.0856 1.0884

13.5 1.0969 1.1009 1.0972 30.5 1.0809 1.0854 1.0883

14.0 1.0959 1.1000 1.0966 31.0 1.0807 1.0852 1.0882

14.5 1.0949 1.0992 1.0960 31.5 1.0805 1.0850 1.0881

15.0 1.0940 1.0984 1.0955 32.0 1.0804 1.0848 1.0880

15.5 1.0931 1.0976 1.0951 32.5 1.0802 1.0847 1.0879

16.0 1.0922 1.0969 1.0946 33.0 1.0800 1.0845 1.0878

16.5 1.0915 1.0962 1.0942 33.5 1.0799 1.0844 1.0877

17.0 1.0907 1.0956 1.0938 34.0 1.0797 1.0842 1.0876

17.5 1.0900 1.0950 1.0935 34.5 1.0796 1.0841 1.0875

Table 3.1: Table of lower bounds for C`pAq via semidefinite programming and bandlimited
functions.
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A C`pAq ta1, a2, a3u λ A C`pAq ta1, a2, a3u λ

1.0 1.9602 {81, -69, 0} 0.100000 18.0 1.0931 {297, 18, 1} 0.977220

1.5 1.3430 {189, -63, -20} 0.660234 18.5 1.0928 {297, 18, 1} 0.977843

2.0 1.2417 {243, -57, -20} 0.765530 19.0 1.0925 {270, 18, 1} 0.978433

2.5 1.1972 {216, -39, -20} 0.819517 19.5 1.0922 {270, 18, 1} 0.978992

3.0 1.1719 {216, -27, -20} 0.852929 20.0 1.0919 {270, 18, 1} 0.979523

3.5 1.1555 {216, -18, -20} 0.875775 20.5 1.0917 {270, 18, 2} 0.980027

4.0 1.1439 {243, -15, -20} 0.892422 21.0 1.0914 {270, 18, 2} 0.980508

4.5 1.1355 {270, -9, -20} 0.905109 21.5 1.0912 {270, 18, 2} 0.980966

5.0 1.1290 {297, -6, -20} 0.915104 22.0 1.0909 {270, 18, 2} 0.981402

5.5 1.1239 {324, -3, -20} 0.923186 22.5 1.0907 {270, 18, 2} 0.981820

6.0 1.1198 {378, 0, -20} 0.929858 23.0 1.0905 {270, 18, 2} 0.982219

6.5 1.1164 {405, 3, -20} 0.935461 23.5 1.0903 {270, 18, 2} 0.982600

7.0 1.1136 {243, 3, -10} 0.940232 24.0 1.0901 {270, 18, 3} 0.982966

7.5 1.1112 {297, 6, -12} 0.944345 24.5 1.0900 {243, 18, 2} 0.983317

8.0 1.1091 {270, 6, -9} 0.947928 25.0 1.0898 {243, 18, 3} 0.983653

8.5 1.1073 {216, 6, -7} 0.951076 25.5 1.0896 {243, 18, 3} 0.983976

9.0 1.1058 {297, 9, -8} 0.953865 26.0 1.0895 {243, 18, 3} 0.984287

9.5 1.1044 {270, 9, -7} 0.956353 26.5 1.0893 {297, 21, 4} 0.984586

10.0 1.1031 {243, 9, -5} 0.958586 27.0 1.0892 {297, 21, 4} 0.984874

10.5 1.1020 {297, 12, -6} 0.960601 27.5 1.0890 {297, 21, 4} 0.985151

11.0 1.1010 {270, 12, -5} 0.962429 28.0 1.0889 {68, 5, 1} 0.986440

11.5 1.1001 {270, 12, -4} 0.964095 28.5 1.0888 {297, 21, 4} 0.985676

12.0 1.0993 {243, 12, -3} 0.965619 29.0 1.0886 {297, 21, 4} 0.985924

12.5 1.0985 {243, 12, -3} 0.967019 29.5 1.0885 {297, 21, 4} 0.986165

13.0 1.0978 {297, 15, -3} 0.968309 30.0 1.0884 {270, 21, 4} 0.986397

13.5 1.0972 {297, 15, -2} 0.969502 30.5 1.0883 {270, 21, 4} 0.986622

14.0 1.0966 {270, 15, -2} 0.970609 31.0 1.0882 {270, 21, 4} 0.986839

14.5 1.0960 {270, 15, -1} 0.971638 31.5 1.0881 {270, 21, 4} 0.987049

15.0 1.0955 {270, 15, -1} 0.972597 32.0 1.0880 {270, 21, 4} 0.987253

15.5 1.0951 {270, 15, -1} 0.973494 32.5 1.0879 {270, 21 ,4} 0.987450

16.0 1.0946 {243, 15, 0} 0.974334 33.0 1.0878 {270, 21, 4} 0.987642

16.5 1.0942 {243, 15, 0} 0.975122 33.5 1.0877 {270, 21, 4} 0.987827

17.0 1.0938 {243, 15, 0} 0.975863 34.0 1.0876 {270, 21, 4} 0.988007

17.5 1.0935 {297, 18, 0} 0.976561 34.5 1.0875 {270, 21, 4} 0.988182

Table 3.2: Table of lower bounds for C`pAq via bandlimited functions, with the correspond-
ing parameters as defined in (3.7.1) and (3.7.2).
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Chapter 4

The Riemann zeta-function: the

antiderivatives of its argument

This chapter is comprised of the paper [A3]. Our goal, as explained in Section 1.3.5, is to

obtain an asymptotic expression for the second moment of the antiderivatives of Sptq, up

to the second-order term.

4.1 Introduction

Recall that Nptq was defined in Section 1.3.1, and the Riemann von-Mangoldt formula

in (1.3.2) states that

Nptq “
t

2π
log

t

2π
´

t

2π
`

7

8
` Sptq `O

ˆ

1

t

˙

.

To understand the distribution of the zeros of ζpsq, the formula (1.3.2) has led to studying

the oscillatory character of Sptq. J. E. Littlewood [76, 77] and A. Selberg [93, 94] investigated

the behavior and the power of the cancellation in Sptq using its antiderivatives Snptq. Setting

S0ptq “ Sptq we define, for n ě 1 an integer and t ą 0,

Snptq “

ż t

0
Sn´1pτq dτ ` δn ,

where δn is a specific constant depending on n. These are given by

δ2k´1 “
p´1qk´1

π

ż 8

1{2

ż 8

σ2k´2

. . .

ż 8

σ2

ż 8

σ1

log |ζpσ0q| dσ0 dσ1 . . . dσ2k´2

for n “ 2k ´ 1, with k ě 1, and

δ2k “ p´1qk´1

ż 1

1{2

ż 1

σ2k´1

. . .

ż 1

σ2

ż 1

σ1

dσ0 dσ1 . . . dσ2k´1 “
p´1qk´1

p2kq! ¨ 22k

for n “ 2k, with k ě 1.
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Let us recall some estimates for Snptq. In 1924, assuming the RH, Littlewood [76,

Theorem 11] established the bounds

Snptq “ On

ˆ

log t

plog log tqn`1

˙

, (4.1.1)

for n ě 0. The order of magnitude in (4.1.1) has never been improved, and efforts have

thus been concentrated in optimizing the values of the implicit constants. The best known

versions of these results are due to Carneiro, Chandee and Milinovich [18] for n “ 0 and

n “ 1, and Carneiro and Chirre [19] for n ě 2 (see also [20, Theorem 2] for a refinement

in the error term). In the other direction, Selberg [93] and Littlewood [77] first studied the

largest positive and negative values of Snptq. These have also been the subject of recent

research, with improvements for Sptq and S1ptq in the work of Bondarenko and Seip [11].

Further refinements for Snptq were obtained by Chirre and Mahatab [32] (see also [29] and

[31]).

4.1.1 The second moment of Snptq

The next step to understand the behavior of the function Snptq is to obtain an asymptotic

formula for its moments. In this chapter we will concentrate on the second moment.

In 1925, assuming RH, Littlewood [77, Theorem 9] proved for n ě 1 that

ż T

0
|Snptq|

2 dt “ OpT q. (4.1.2)

A few years later, in 1928, Titchmarsh [101, Theorem II] gave the first explicit version of

the above result, for n “ 1, establishing that

ż T

0
|S1ptq|

2 dt „
C1

2π2
T,

where

C1 “

8
ÿ

m“2

Λ2pmq

m plogmq4
.

Here, Λpmq is the von-Mangoldt function, which is defined to be log p if m “ pk (for some

prime number p and integer k ě 1), and zero otherwise. Unconditionally, in 1946 Selberg

[94, Theorems 6 and 7] established that

ż T

0
|Sptq|2 dt “

T

2π2
log log T `OpT

a

log log T q, (4.1.3)
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and1

ż T

0
|S1ptq|

2 dt “
C1

2π2
T `O

ˆ

T

log T

˙

. (4.1.4)

Assuming RH, Selberg [93] had proved (4.1.3) with the error term OpT q. Going even further,

he computed all even moments for Sptq and S1ptq. Using these even moments for Sptq,

Ghosh [51, 52] obtained the asymptotic behavior for all moments of |Sptq|λ, with λ ą ´1.

Furthermore, Fujii [49] established, assuming RH,

ż T

0
|Snptq|

2 dt “
Cn
2π2

T `O

ˆ

T

log T

˙

, (4.1.5)

for n ě 2, where Cn is defined in (4.1.6).

Our main result in this section is an explicit version of (4.1.2) up to the second-order

term, extending the result of Goldston (1.3.10) for the cases n ě 1. In particular, we obtain

refinements of (4.1.4) and (4.1.5), under RH. Note that our second-order term improves the

error terms in (4.1.4) and (4.1.5). Our main result is Theorem 1.3, which we restate here

for the reader’s convenience:

Theorem 4.1. Let n ě 1 be an integer. Assume the Riemann hypothesis. Then

ż T

0
|Snptq|

2 dt “
Cn
2π2

T `
T

2π2 plog T q2n

„
ż 8

1

F pαq

α2n`2
dα´

1

2n



`O

ˆ

T
?

log log T

plog T q2n`1{2

˙

,

as T Ñ8, where

Cn “
8
ÿ

m“2

Λ2pmq

m plogmq2n`2 . (4.1.6)

Let us analyze the constants that appear on Theorem 4.1. We highlight that Cn Ñ 8

when n Ñ 8. In fact, the growth of these constants is exponential (see Section 4.5), of

order

Cn „
1

2plog 2q2n
.

Table 1 puts in perspective the constant that appears in front of the first-order term, in the

small cases 1 ď n ď 10. For the second-order term, by following Goldston’s argument using

[53, Lemma A], it is straightforward to obtain upper and lower bounds for the integral in

the second-order term of Theorem 4.1. For any n ě 1 we get2

2

32n`3
´ ε ď

ż 8

1

F pαq

α2n`2
dα ď

8

3
ζp2n` 2q ` ε, (4.1.7)

1In [94], Selberg actually calculated the second moment for the function S1ptq ´ δ1. His formula can be
used to deduce (4.1.4), by using the unconditional estimate for S2ptq given by Fujii [48, Theorem 2].

2The constants in (4.1.7) may be slightly improved. However, this is far from the expected behavior
suggested by the strong pair correlation conjecture [81], and it seems difficult to obtain anything qualitatively
closer.
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n Cn{2π
2 n Cn{2π

2

1 0.079290... 6 2.064933...

2 0.124743... 7 4.290884...

3 0.239241... 8 8.925169...

4 0.483838... 9 18.571837...

5 0.996243... 10 38.650937...

Table 4.1: Values for 1 ď n ď 10.

for any ε ą 0 and T sufficiently large. This implies that the second-order term in Theorem

4.1 has the growth T {plog T q2n. We highlight that this term has a decreasing order of

magnitude as n grows. Furthermore, assuming the pair correlation conjecture in the form

(1.3.13), and using integration by parts, we find, as T Ñ8

ż 8

1

F pαq

α2n`2
dα “

1

2n` 1
` op1q.

Corollary 4.2. Let n ě 1 be an integer. Assume the Riemann hypothesis and the pair

correlation conjecture (1.3.13). Then

ż T

0
|Snptq|

2 dt “
Cn
2π2

T ´
T

4np2n` 1qπ2 plog T q2n
` o

ˆ

T

plog T q2n

˙

,

as T Ñ8, where Cn was defined in (4.1.6).

4.1.2 Outline of the proof

Our proof follows the ideas developed by Goldston in [53], and involves additional tech-

nical challenges. In Section 4.2, we start by obtaining a new representation formula for

Snptq, for n ě 1, associated with a suitable real-valued function fn. For each n ě 1 define

the function fn : p0, 2q Ñ R as follows:

fnpxq “
xn`1

n!

ż 8

0
yn

2 sinh
`

yp1´ xq
˘

pey ` p´1qn`1e´yq
dy. (4.1.8)

To get the desired formula for Snptq, we combine an explicit formula due to Montgomery

[81] with an expression for Snptq implicit in the work of Fujii [48] (see also [19, Lemma 2])

that depends on the logarithmic derivative of ζpsq. Our formula relates Snptq to a Dirichlet

polynomial over primes involved with the function fn, a sum over the zeros of the Riemann

zeta-function, and a few extra terms that depend on the parity of n. By squaring and

integrating, we obtain an expression for the second moment of Snptq. Using the asymptotic

behavior of each term in this expression, we obtain Theorem 4.1. These asymptotic formulas

will be obtained in the following sections. We highlight that some of the additional technical
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difficulties come from controlling both the imaginary and real parts of the logarithm of ζpsq,

which will have repercussions throughout this chapter.

In Section 4.3, we analyze the second moment of the sum over the zeros of the Riemann

zeta-function. Following Goldston, we use the ideas developed by Montgomery [81] to

express sums over pairs of zeros of ζpsq in terms of the function F pαq defined in (1.3.5).

In Section 4.4, we analyze the terms associated with the sum over primes. Here, we use

an argument of Titchmarsh [101] in the estimate of certain integrals involving Snptq with

oscillatory functions, which have some peculiarities when n ě 1. Combining the terms

in an appropriate way and using properties of fn, we can take advantage of a surprising

cancellation in our analysis. Finally, in Section 4.5, we analyze the constants Cn numerically

using some estimates of sums with prime numbers that could be of independent interest.

4.2 The representation for the second moment of Snptq

4.2.1 Representation lemma for Snptq

We start by obtaining a new representation for the functions Snptq for n ě 1. This

representation connects Snptq with the zeros of the Riemann zeta-function and the prime

numbers.

Lemma 4.3. For each fixed n ě 1 let fn : R Ñ R be defined as in (4.1.8). Assume the

Riemann hypothesis. Then, for t ě 1 and x ě 4, we have:

Snptq “
1

πn! plog xqn

ÿ

γ

Im tin`2eipγ´tq log xu

ż 8

0

yn`1

y2 ` ppγ ´ tq log xq2
2

ey ` p´1qn`1e´y
dy

`
1

π

ÿ

2ďmďx

Im tinm´itu
Λpmq

?
mplogmqn`1

fn

ˆ

logm

log x

˙

` µn
Im tinu

πplog xqn`1
log

t

2π
`O

ˆ ?
x

t plog xqn`2

˙

,

(4.2.1)

where the first sum runs over the ordinates of the non-trivial zeros of ζpsq, and µn “

2´n´1p1´ 2´nqζpn` 1q when n is odd, and zero otherwise.

Proof. Assuming RH, by [19, Lemma 2], we have for n ě 1 that

Snptq “ ´
1

π
Im

#

in

n!

ż 8

1{2
pσ ´ 1{2qn

ζ 1

ζ
pσ ` itq dσ

+

. (4.2.2)

Let us analyze the integrand in the above expression. By an explicit formula of Montgomery

(see [53, Eq. (2.1) and p. 155]), for x ě 4 and s “ σ ` it with σ ą 1
2 and t ě 1, it follows
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that

xσ´1{2 ζ
1

ζ
pσ ` itq ´ x1{2´σ ζ

1

ζ
p1´ σ ` itq

“ p2σ ´ 1q
ÿ

γ

xipγ´tq

pσ ´ 1{2q2 ` pγ ´ tq2
´

ÿ

mďx

Λpmq

mit

ˆ

xσ´1{2

mσ
´
x1{2´σ

m1´σ

˙

(4.2.3)

` x1{2´it

ˆ

2σ ´ 1

pσ ´ itqp1´ σ ´ itq

˙

`O

ˆ

x´5{2pσ ´ 1{2q

t

˙

.

First, we need a relationship between ζ1

ζ pσ ` itq and ζ1

ζ p1 ´ σ ` itq in the above formula.

Using the functional equation of ζpsq in the form ζp1´ sq “ π´s21´s cospπs{2qΓpsqζpsq, the

reflection principle, Stirling’s formula and the bound |Re ttan su| ! e´2 Im s for |Im s| ě 1,

we obtain for t ě 1 and σ ą 1
2 :

Re
ζ 1

ζ
p1´ σ ` itq “ ´Re

ζ 1

ζ
pσ ` itq ´ log

t

2π
`O

ˆ

σ2

t

˙

. (4.2.4)

By [53, Eq. (2.3)] we also get

Im
ζ 1

ζ
p1´ σ ` itq “ Im

ζ 1

ζ
pσ ` itq `O

ˆ

σ ´ 1{2

t

˙

. (4.2.5)

Then, combining (4.2.4) and (4.2.5), we obtain

ζ 1

ζ
p1´ σ ` itq “ ´

ζ 1

ζ
pσ ` itq ´ log

t

2π
`O

ˆ

σ2

t

˙

.

Inserting it into (4.2.3) and ordering conveniently, one can see that

´

xσ´1{2`p´1qn`1x1{2´σ
¯ζ 1

ζ
pσ ` itq

“ ´x1{2´σ

ˆ

p´1qn
ζ 1

ζ
pσ ` itq `

ζ 1

ζ
pσ ` itq

˙

` p2σ ´ 1q
ÿ

γ

xipγ´tq

pσ ´ 1{2q2 ` pγ ´ tq2
´

ÿ

mďx

Λpmq

mit

ˆ

xσ´1{2

mσ
´
x1{2´σ

m1´σ

˙

´ x1{2´σ log
t

2π
` x1{2´it

ˆ

2σ ´ 1

pσ ´ itqp1´ σ ´ itq

˙

`O

ˆ

σ2

t

`

x´5{2 ` x1{2´σ
˘

˙

.

(4.2.6)

Dividing the above expression by Cnpσq :“ xσ´1{2 ` p´1qn`1x1{2´σ and inserting it into

(4.2.2), we get

Snptq “
1

πn!

ż 8

1{2

pσ ´ 1{2qn

Cnpσq
Im

"

in
ˆ

p´1qn
ζ 1

ζ
pσ ` itq `

ζ 1

ζ
pσ ` itq

˙

x1{2´σ

*

dσ
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´
1

πn!

ż 8

1{2

pσ ´ 1{2qn

Cnpσq
Im

"

in p2σ ´ 1q
ÿ

γ

xipγ´tq

pσ ´ 1{2q2 ` pγ ´ tq2

*

dσ

`
1

πn!

ż 8

1{2

pσ ´ 1{2qn

Cnpσq
Im

"

in
ÿ

mďx

Λpmq

mit

ˆ

xσ´1{2

mσ
´
x1{2´σ

m1´σ

˙*

dσ

`
1

πn!

ż 8

1{2

pσ ´ 1{2qn

Cnpσq
Im

"

in x1{2´σ log
t

2π

*

dσ

´
1

πn!

ż 8

1{2

pσ ´ 1{2qn

Cnpσq
Im

"

in x1{2´it

ˆ

2σ ´ 1

pσ ´ itqp1´ σ ´ itq

˙*

dσ

`O

˜

ż 8

1{2

pσ ´ 1{2qn

Cnpσq

σ2

t

`

x´5{2 ` x1{2´σ
˘

dσ

¸

“ I1,npx, tq ` I2,npx, tq ` I3,npx, tq ` I4,npx, tq ` I5,npx, tq `O
`

I6,npx, tq
˘

.

We analyze each term in the above expression.

1. First term: Using the fact that Im tinpp´1qnz` zqu “ 0, for z P C and n ě 1 we get that

I1,npx, tq “ 0.

2. Second term: Using Fubini’s theorem3 and the change of variables y “ pσ´ 1{2q log x, it

follows that

I2,npx, tq “ ´
2

πn!

ÿ

γ

Im tinxipγ´tqu

ż 8

1{2

pσ ´ 1{2qn`1

pσ ´ 1{2q2 ` pγ ´ tq2
1

xσ´1{2 ` p´1qn`1x1{2´σ
dσ

“
1

πn!plog xqn

ÿ

γ

Im tin`2eipγ´tq log xu

ż 8

0

yn`1

y2 ` ppγ ´ tq log xq2
2

ey ` p´1qn`1e´y
dy.

3. Third term: Recalling that fnpxq is defined in (4.1.8), similar computations give us

I3,npx, tq “
1

π

ÿ

mďx

Im tinm´itu
Λpmq

?
mplogmqn`1

fn

ˆ

logm

log x

˙

.

4. Fourth term: Note that when n is even, we obtain that I4,npx, tq “ 0. Let us suppose

that n is odd. Then Cnpσq “ 2 coshppσ ´ 1{2q log xq. By a change of variables and [64,

Eq. 3.552-3] we get that

I4,npx, tq “
Im tinu

2πn!
log

t

2π

ż 8

1{2

pσ ´ 1{2qn x1{2´σ

coshppσ ´ 1{2q log xq
dσ

“
Im tinu

π plog xqn`1
2´n´1p1´ 2´nqζpn` 1q log

t

2π
.

5. Fifth term: Using the same change of variables,

|I5,npx, tq| !
?
x

ż 8

1{2

pσ ´ 1{2qn`1

|pσ ´ itqp1´ σ ´ itq|

1

xσ´1{2 ` p´1qn`1x1{2´σ
dσ

3It is justified by the fact that the number of zeros on the interval rt, t` 1s is Oplog tq.
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“

?
x

plog xqn

ż 8

0

yn`1

|pp1{2´ itq log xq2 ´ y2|

1

ey ` p´1qn`1e´y
dy

!

?
x

t plog xqn`2

ż 8

0

yn`1

ey ` p´1qn`1e´y
dy !

?
x

t plog xqn`2
.

6. Sixth term: As in the previous term, we have

|I6,npx, tq| !
1

t plog xqn`1
.

Combining all the terms, we obtain the desired result.

Note that in the above lemma we establish the connection between Snptq and the function

fn. The following lemma summarizes useful information related to the function fn and a

new auxiliary function gn.

Lemma 4.4. Let n ě 1 be an integer and fn : p0, 2q Ñ R be the real valued function defined

in (4.1.8). Then, the function gn : p0, 2q Ñ R given by

gnpxq “
1´ fnpxq

xn`1
(4.2.7)

satisfies the following properties:

(I) gn can be extended to the interval p´2, 2q, such that gn P C
8
`

p´2, 2q
˘

, and g2
n is an

even function.

(II) For x P p´2, 2q, the function gn has the representation

gnpxq “
1

n!

ż 8

0
e´yyn

ˆ

exy ` p´1qn`1e´xy

ey ` p´1qn`1e´y

˙

dy. (4.2.8)

(III) In particular, gnp0q “ 2´np1´ 2´nqζpn` 1q when n is odd, and zero otherwise.

Proof. Using the definition of fn, it follows that for x P p0, 2q,

fnpxq

xn`1
`

1

n!

ż 8

0
e´yyn

ˆ

exy ` p´1qn`1e´xy

ey ` p´1qn`1e´y

˙

dy “
1

n!

ż 8

0
yn
ˆ

ep1´xqy ` p´1qn`1e´px`1qy

ey ` p´1qn`1e´y

˙

dy

“
1

n!

ż 8

0
yne´xy dy “

1

xn`1
,

where in the last equality we have used [64, Eq. 3.351-3]. This implies that

gnpxq “
1

n!

ż 8

0
e´yyn

ˆ

exy ` p´1qn`1e´xy

ey ` p´1qn`1e´y

˙

dy, (4.2.9)

for x P p0, 2q. Using dominated convergence one can see that the right-hand side of (4.2.9)

defines a function in C8
`

p´2, 2q
˘

. Then, this representation allows us to extend the function

gn to p´2, 2q. On the other hand, gnp´xq “ p´1qn`1gnpxq, and this implies that g2
n is an
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even function. When n is even, gn is an odd function and therefore gnp0q “ 0. When n is

odd, using [64, Eq. 3.552-3] we get

gnp0q “
1

n!

ż 8

0

e´yyn

cosh y
dy “ 2´np1´ 2´nq ζpn` 1q.

4.2.2 Proof of Theorem 4.1

Lemma 4.3 allows us to obtain the second moment of Snptq in terms of certain integrals

depending of each summand involved in (4.2.1). Let n ě 1 be a fixed integer. Using Lemma

4.3, we have for t ě 1 and x ě 4 that

Snptq ´ I3,npx, tq ´ I4,npx, tq “ I2,npx, tq `O

ˆ ?
x

t plog xqn`2

˙

,

where

I2,npx, tq “
1

πn!plog xqn

ÿ

γ

Im tin`2eipγ´tq log xu

ż 8

0

yn`1

y2 ` ppγ ´ tq log xq2
2

ey ` p´1qn`1e´y
dy,

I3,npx, tq “
1

π

ÿ

mďx

Im tinm´itu
Λpmq

?
mplogmqn`1

fn

ˆ

logm

log x

˙

,

and

I4,npx, tq “ µn
Im tinu

πplog xqn`1
log

t

2π
.

Then, for T ě 3, squaring the above expression and integrating from 1 to T we obtain

ż T

1
|Snptq|

2 dt “

ż T

1
|I2,npx, tq|

2 dt` 2

ż T

1
Snptq I3,npx, tq dt´

ż T

1
|I3,npx, tq|

2 dt

´

ż T

1
|I4,npx, tq|

2 dt` 2

ż T

1
Snptq I4,npx, tq dt´ 2

ż T

1
I3,npx, tq I4,npx, tq dt

`O

˜ ?
x

plog xqn`2

ż T

1

|I2,npx, tq|

t
dt

¸

`O

ˆ

x

plog xq2n`4

˙

.

(4.2.10)

Using the continuity of Snptq, we get

ż T

1
|Snptq|

2 dt “

ż T

0
|Snptq|

2 dt`Op1q. (4.2.11)
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Now, let us analyze the right-hand side of (4.2.10). Note that µn “ 0 when n is even. Then,

we have that

ż T

1
|I4,npx, tq|

2 dt “ µ2
n

pIm tinuq2

π2plog xq2n`2

ż T

1
log2 t

2π
dt

“
µ2
n

π2plog xq2n`2
T log2 T `O

ˆ

T log T

plog xq2n`2

˙

.

(4.2.12)

Furthermore, using the relation S1n`1ptq “ Snptq, the bound Snptq “ Oplog tq (see (4.1.1)),

and integration by parts, we obtain

2

ż T

1
Snptq I4,npx, tq dt “ µn

2 Im tinu

πplog xqn`1

ż T

1
S1n`1ptq log

t

2π
dt “ O

ˆ

log2 T

plog xqn`1

˙

. (4.2.13)

Observe that by (I) from Lemma 4.4, it is clear that |fnpyq| ! 1 for y P p0, 1s. Then, using

the estimate Λpmq ď logm and integration by parts, we have

ˇ

ˇ

ˇ

ˇ

2

ż T

1
I3,npx, tq I4,npx, tq dt

ˇ

ˇ

ˇ

ˇ

!
1

plog xqn`1

ÿ

mďx

Λpmq
?
mplogmqn`1

ˇ

ˇ

ˇ

ˇ

ż T

1
Im tinm´itu log

t

2π
dt

ˇ

ˇ

ˇ

ˇ

!
log T

plog xqn`1

ÿ

mďx

1
?
m
!

?
x log T

plog xqn`1
.

(4.2.14)

We estimate the first error term in (4.2.10) using Cauchy-Schwarz to get

?
x

plog xqn`1

ż T

1

|I2,npx, tq|

t
dt ď

?
x

plog xqn`1

˜

ż T

1
|I2,npx, tq|

2 dt

¸1{2

. (4.2.15)

Let us define the following integrals:

Rnpx, T q “

ż T

1
|I2,npx, tq|

2 dt, Hnpx, T q “ 2

ż T

1
Snptq I3,npx, tq dt,

and

Gnpx, T q “

ż T

1
|I3,npx, tq|

2 dt.

Plugging (4.2.11), (4.2.12), (4.2.13), (4.2.14) and (4.2.15) into (4.2.10) gives us

ż T

0
|Snptq|

2 dt “ Rnpx, T q `Hnpx, T q ´Gnpx, T q ´
µ2
n

π2plog xq2n`2
T log2 T

`O

ˆ

T log T

plog xq2n`2

˙

`O

ˆ

a

xRnpx, T q

plog xqn`1

˙

`O

ˆ

x log2 T

plog xq2n`4

˙

.

(4.2.16)

Choosing x “ T β, for a fixed 0 ă β ă 1
2 , we get that

ż T

0
|Snptq|

2 dt “ RnpT
β, T q `HnpT

β, T q ´GnpT
β, T q
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´
µ2
n

π2β2n`2

T

plog T q2n
`O

ˆ

T

plog T q2n`1

˙

`O

ˆ

T β{2
a

RnpT β, T q

plog T qn`1

˙

.

We conclude our desired result by using the formulas for RnpT
β, T q and HnpT

β, T q ´

GnpT
β, T q given by Propositions 4.6 and 4.9, respectively. We remark that by Proposition

4.6 and (4.1.7), we can use the bound RnpT
β, T q “ OpT q to estimate the error term.

In the following sections, we will concentrate on obtaining the asymptotic formulas for

Rnpx, T q, Hnpx, T q and Gnpx, T q. Throughout these sections, we will assume that n ě 1 is

a given fixed integer.

4.3 Asymptotic formula for Rnpx, T q: The sum over the

zeros of ζpsq

Our objective is to evaluate the mean square of the sum over the zeros of the Riemann

zeta-function that appears in (4.2.16). We recall that for T ě 3 and x ě 4,

Rnpx, T q “
1

π2pn!q2plog xq2n

ˆ

ż T

1

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

γ

Im tin`2eipγ´tq log xu

ż 8

0

yn`1

y2 ` ppγ ´ tq log xq2
2

pey ` p´1qn`1e´yq
dy

ˇ

ˇ

ˇ

ˇ

ˇ

2

dt.

Lemma 4.5. Let gn be the function defined in (4.2.7). Assume the Riemann hypothesis.

Then, for T ě 3 and x ě 4 we have

Rnpx, T q “
1

plog xq2n`1

ÿ

0ăγ,γ1ďT

xknppγ ´ γ
1q log xq `O

ˆ

log3 T

plog xq2n

˙

, (4.3.1)

where the function kn : RÑ R is given by

knpξq “

$

&

%

g2
np2πξq, if |ξ| ď 1

2π
1

p2πξq2n`2
, if |ξ| ě 1

2π .
(4.3.2)

Moreover, we have that

|xknpyq| ! min

"

1,
1

|y|2

*

. (4.3.3)

Proof. Define the function

hnpuq “ Im tin`2eiuu

ż 8

0

yn`1

y2 ` u2

2

pey ` p´1qn`1e´yq
dy.
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Since |hnpuq| ! mint1, 1{u2u ! 1{p1` u2q, using Fubini’s theorem we have

Rnpx, T q “
1

π2pn!q2plog xq2n

ÿ

γ,γ

ż T

1
hnppγ ´ tq log xqhnppγ

1 ´ tq log xq dt.

Note that hn is an even function when n is odd and hn is an odd function when n is even.

Using an argument of Montgomery [81, p. 187] (see also [53, p. 158]) one can see that

Rnpx, T q“
1

π2pn!q2plog xq2n

ÿ

0ăγ,γ1ďT

ż 8

´8

hnppγ ´ tq log xqhnppγ
1 ´ tq log xq dt`O

ˆ

log3 T

plog xq2n

˙

“
p´1qn`1

π2pn!q2plog xq2n`1

ÿ

0ăγ,γ1ďT

hn ˚ hnppγ ´ γ
1q log xq `O

ˆ

log3 T

plog xq2n

˙

.

(4.3.4)

Let us calculate the Fourier transform of hn. Using Fubini’s theorem, it follows that for

ξ ą 0

xhnpξq “

ż 8

´8

˜

Im tin`2eiuu

ż 8

0

yn`1

y2 ` u2

2

pey ` p´1qn`1e´yq
dy

¸

pcosp2πξuq ´ i sinp2πξuqq du

“ Im tin`2u

ż 8

0

˜

ż 8

0

cosp2πξuq cospuq

y2 ` u2
du

¸

4 yn`1

pey ` p´1qn`1e´yq
dy

´ i Im tin`3u

ż 8

0

˜

ż 8

0

sinp2πξuq sinpuq

y2 ` u2
du

¸

4 yn`1

pey ` p´1qn`1e´yq
dy,

where we have used the parity of the involved functions. Then, using the formulas [64, Eq.

3.742-1 and 3.742-3] we write

xhnpξq “ π Im tin`2u

ż 8

0

`

e´|2πξ´1|y ` e´p2πξ`1qy
˘ yn

pey ` p´1qn`1e´yq
dy

´ iπ Im tin`3u

ż 8

0

`

e´|2πξ´1|y ´ e´p2πξ`1qy
˘ yn

pey ` p´1qn`1e´yq
dy.

For 2πξ ě 1, making a separate computation of the n odd and n even cases, using [64, Eq.

3.351-3], we obtain

xhnpξq “
`

Im tin`2u ´ i Im tin`3u
˘ n!

2n`1πnξn`1
.

On the other hand, for 0 ă 2πξ ă 1 we obtain that

xhnpξq “π Im tin`2u

ż 8

0
e´yyn

2 coshp2πξyq

pey ` p´1qn`1e´yq
dy

´ iπ Im tin`3u

ż 8

0
e´yyn

2 sinhp2πξyq

pey ` p´1qn`1e´yq
dy.
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Defining the even real-valued function

knpξq “
p´1qn`1

π2pn!q2
pxhnpξqq

2,

we have

xknpyq “
p´1qn`1

π2pn!q2
`

hn ˚ hn
˘

pyq,

and this implies in (4.3.4) that

Rnpx, T q “
1

plog xq2n`1

ÿ

0ăγ,γ1ďT

xknppγ ´ γ
1q log xq `O

ˆ

log3 T

plog xq2n

˙

.

Finally, we calculate kn. For 2πξ ě 1 we obtain

knpξq “
p´1qn`1

π2pn!q2

ˆ

`

Im tin`2u ´ i Im tin`3u
˘ n!

2n`1πnξn`1

˙2

“
1

p2πξq2n`2
,

and using the parity of the involved functions, we get that the above expression holds for

|2πξ| ě 1. On the other hand, for 0 ă 2πξ ă 1, we have that

knpξq “
p´1qn`1

π2pn!q2

˜

π Im tin`2u

ż 8

0
e´yyn

2 coshp2πξyq

pey ` p´1qn`1e´yq
dy

´ iπ Im tin`3u

ż 8

0
e´yyn

2 sinhp2πξyq

pey ` p´1qn`1e´yq
dy

¸2

“ g2
np2πξq,

where in the last line we have treated separately the cases n odd and n even, and used

(4.2.8). Using (I) from Lemma 4.4, it follows that the above expression holds for |ξ| ď 1
2π .

To prove the estimate (4.3.3) (see [53, p. 161]), we use that kn P L
1pRq implies |xknpξq| ! 1,

and that integration by parts twice4 implies |xknpyq| !
1
|y|2

.

Finally, the following proposition establishes the relation between Rnpx, T q and the

function F pα, T q.

Proposition 4.6. Let 0 ă β ď 1 be a fixed number. Assume the Riemann hypothesis.

Then,

RnpT
β, T q “

T

2π2plog T q2n

«

ˆ

An `
1

2n

˙

1

β2n
`

ˆ
ż 8

1

F pαq

α2n`2
dα´

1

2n

˙

`
2µ2

n

β2n`2

ff

`O

ˆ

T
?

log log T

plog T q2n`1{2

˙

,

4The function kn is absolutely continuous and has bounded derivatives on R´ t˘ 1
2π
u.
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as T Ñ8, where

An “

ż 1

0
α g2

npαq dα, (4.3.5)

and µn is defined as in Lemma 4.3.

Proof. Let us analyze the main term in (4.3.1). The estimate (4.3.3) and a classical argument

[53, p. 161] imply that

ÿ

0ăγ,γ1ďT

xknppγ ´ γ
1q log xq “

ÿ

0ăγ,γ1ďT

xknppγ ´ γ
1q log xqwpγ ´ γ1q `OpT q, (4.3.6)

where wpuq “ 4{p4` u2q. Letting x “ T β, from (1.3.5) one can see that

ÿ

0ăγ,γ1ďT

xknppγ ´ γ
1q log xqwpγ ´ γ1q “

T log T

p2πq2β

ż 8

´8

F pαq kn

ˆ

α

2πβ

˙

dα. (4.3.7)

To evaluate the integral on the right-hand side of (4.3.7), we use the fact that F pαq is even

and we split this integral into the intervals r0, βs, rβ, 1s and r1,8q. Moreover, we calculate

these integrals using the asymptotic formula ADD REF for F pαq: As T Ñ8, we have

F pαq “
`

α` T´2α log T
˘

p1` op1qq, (4.3.8)

uniformly for 0 ď α ď 1, where op1q “ O
´b

log log T
log T

¯

.

1. On the interval r0, βs: Note that, using (I) from Lemma 4.4, we have that g2
npαq “ g2

np0q`

Opα2q for α P r0, 1s. Then, using (4.3.2), (4.3.8) and the fact that β
ş1
0 T

´2βα log T dα “
1
2 `O

´

1
log2 T

¯

, we get

ż β

0
F pαqkn

ˆ

α

2πβ

˙

dα “

ˆ

β2

ż 1

0
α g2

npαq dα`
g2
np0q

2
`O

ˆ

1

log2 T

˙˙

p1` op1qq.

We remark, by (III) from Lemma 4.4, that g2
np0q “ 4µ2

n.

2. On the interval rβ, 1s: Here, by (4.3.8), F pαq “ α` op1q. Then, we handle this integral

using (4.3.2) to get

ż 1

β
F pαq kn

ˆ

α

2πβ

˙

dα “

ż 1

β
pα` op1qq

ˆ

β

α

˙2n`2

dα “
1

2n
β2 ´

1

2n
β2n`2 ` op1q.

3. On the interval r1,8q: In this case we write

ż 8

1
F pαq kn

ˆ

α

2πβ

˙

dα “

ż 8

1
F pαq

ˆ

β

α

˙2n`2

dα “ β2n`2

ż 8

1

F pαq

α2n`2
dα.

Finally, inserting the above estimates in (4.3.7) and combining with (4.3.6) and Lemma 4.5,

we conclude the desired result.
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4.4 Asymptotic formulas for Gnpx, T q and Hnpx, T q: The sum

over the prime numbers

4.4.1 The terms Gnpx, T q and Hnpx, T q

We recall that, for T ě 3 and x ě 4, we have defined

Gnpx, T q “
1

π2

ż T

1

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

mďx

Im tinm´itu
Λpmq

?
mplogmqn`1

fn

ˆ

logm

log x

˙

ˇ

ˇ

ˇ

ˇ

ˇ

2

dt

and

Hnpx, T q “
2

π

ÿ

mďx

˜

ż T

1
Snptq Im tinm´itu dt

¸

Λpmq
?
mplogmqn`1

fn

ˆ

logm

log x

˙

. (4.4.1)

We can get the following expression for Gnpx, T q using similar computations as Goldston.

Lemma 4.7. For T ě 3 and x ě 4, we have that

Gnpx, T q “
T

2π2

ÿ

mďx

Λ2pmq

mplogmq2n`2
f2
n

ˆ

logm

log x

˙

`Opx2q.

Proof. See [53, pp. 164-165].

The expression for Hnpx, T q is more subtle, since it requires some modification to the

computations of Titchmarsh [101] that arises when n ě 1.

Lemma 4.8. Assume the Riemann hypothesis. Then, for T ě 3 and x ě 4, we have

Hnpx, T q “
T

π2

ÿ

mďx

Λ2pmq

mplogmq2n`2
fn

ˆ

logm

log x

˙

`Opx2 log T q.

Proof. First, let us calculate the integral inside of (4.4.1). Using integration by parts in

(4.2.2), it follows that, for t ą 0,

Snptq “
1

π
Im

#

in

pn´ 1q!

ż 8

1{2
pσ ´ 1{2qn´1 log ζpσ ` itq dσ

+

.

Then, using the identity

Im tinm´itu “
p´1qnin`1

2
pmit ` p´1qn`1m´itq,
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and Fubini’s theorem, we get

ż T

1
Snptq Im tinm´itu dt

“
1

2πpn´ 1q!

ż 8

1{2
pσ ´ 1{2qn´1 Re

"
ż T

0
log ζpσ ` itqpmit ` p´1qn`1m´itq dt

*

dσ `Op1q.

(4.4.2)

Now, we compute the integral from 0 to T , following the idea in [101, Lemma γ]. Let m ě 2

be a natural number and 1
2 ă σ ă 2. Consider the integral

ż

BR
log ζpsqms ds,

where R is the rectangle with vertices σ, 2, 2 ` iT and σ ` iT with suitable indentations

to exclude the point s “ 1. The function log ζpsq is analytic inside the contour R, and the

radii of s “ 1 may be made to tend to zero. Then, using Cauchy’s theorem we have that

i

ż T

0
log ζpσ ` itqmσ`it dt

“

ż 2

σ
log ζpαqmα dα` i

ż T

0
log ζp2` itqm2`it dt´

ż 2

σ
log ζpα` iT qmα`iT dα.

Note that
ş2
σ log ζpαqmα dα “ Opm2q. Then, by [101, Lemmas α and β] we get that

ż T

0
log ζpσ ` itqmit dt “

Λpmq

mσ logm
T `Opm2´σ log T q. (4.4.3)

Similarly, using the integral
ż

BR
log ζpsqm´s ds,

around the same contour, it follows that

ż T

0
log ζpσ ` itqm´it dt “ Oplog T q. (4.4.4)

Therefore, combining (4.4.3) and (4.4.4), we get for 1
2 ă σ ă 2 that

ż T

0
log ζpσ ` itq

`

mit ` p´1qn`1m´it
˘

dt “
Λpmq

mσ logm
T `Opm2´σ log T q. (4.4.5)

On the other hand, using the expansion of the logarithm of ζpsq and Fubini’s theorem, we
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have for σ ě 2 that

ż T

0
log ζpσ ` itq

`

mit ` p´1qn`1m´it
˘

dt “
ÿ

kě2

Λpkq

kσ log k

ż T

0

mit ` p´1qn`1m´it

kit
dt

“
Λpmq

mσ logm

ż T

0

`

1` p´1qn`1m´2it
˘

dt

`
ÿ

kě2
k‰m

Λpkq

kσ log k

ż T

0

ˆˆ

m

k

˙it

` p´1qn`1pmkq´it
˙

dt

“
Λpmq

mσ logm
T `O

˜

ÿ

kě2

1

kσ

¸

`O

¨

˚

˝

ÿ

kě2
k‰m

1

kσ| logpm{kq|

˛

‹

‚

“
Λpmq

mσ logm
T `O

ˆ

1

2σ

˙

,

(4.4.6)

where in the last sum we have used that
ř

kě2
k‰m

1
k2| logpm{kq|

is bounded (see [101, p. 451]).

Therefore, inserting (4.4.5) and (4.4.6) in (4.4.2) and using [64, Eq. 3.351-3] we have

ż T

1
Snptq Im tinm´itu dt “

ΛpmqT

2π
?
mplogmqn`1

`Opm3{2 log T q.

Inserting it in (4.4.1) we get

Hnpx, T q “
T

π2

ÿ

mďx

Λ2pmq

m plogmq2n`2
fn

ˆ

logm

log x

˙

`O

˜

ÿ

mďx

mΛpmq

plogmqn`1

ˇ

ˇ

ˇ

ˇ

fn

ˆ

logm

log x

˙
ˇ

ˇ

ˇ

ˇ

log T

¸

.

Finally, using the bound |fnpyq| ! 1 for y P p0, 1s in the error term, we get

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

mďx

mΛpmq

plogmqn`1
fn

ˆ

logm

log x

˙

ˇ

ˇ

ˇ

ˇ

ˇ

!
ÿ

mďx

m ! x2.

4.4.2 The power of cancelation in Hnpx, T q ´Gnpx, T q

Here, we will obtain the asymptotic behavior for the difference HnpT
β, T q ´GnpT

β, T q,

as T Ñ 8. It is possible to obtain asymptotic formulas for HnpT
β, T q and GnpT

β, T q

independently, as we did in Proposition 4.6 for RnpT
β, T q. However, the expressions are

much more complicated, so we will take advantage of a surprising cancellation in their

difference.

Proposition 4.9. Let 0 ă β ă 1
2 be a fixed number. Assume the Riemann hypothesis.
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Then,

HnpT
β, T q ´GnpT

β, T q “
T

2π2

8
ÿ

m“2

Λ2pmq

mplogmq2n`2
´

T

2π2β2n plog T q2n

„

An `
1

2n



`O

ˆ

T

plog T q2n`1

˙

,

as T Ñ8, where An is defined as in (4.3.5).

Proof. Using Lemmas 4.7 and 4.8, and completing the square, we get for x “ T β,

HnpT
β, T q ´GnpT

β, T q

“
T

2π2

ÿ

mďx

Λ2pmq

mplogmq2n`2

„

2fn

ˆ

logm

log x

˙

´ f2
n

ˆ

logm

log x

˙

`O
`

T 2β log T
˘

“
T

2π2

ÿ

mďx

Λ2pmq

mplogmq2n`2
´

T

2π2

ÿ

mďx

Λ2pmq

mplogmq2n`2

„

1´ fn

ˆ

logm

log x

˙2

`O
`

T 2β log T
˘

“
T

2π2

ÿ

mďx

Λ2pmq

mplogmq2n`2
´

T

2π2plog xq2n`2

ÿ

mďx

Λ2pmq

m
g2
n

ˆ

logm

log x

˙

`O
`

T 2β log T
˘

.

(4.4.7)

Using Lemma 4.10 and partial summation, it is clear that

ÿ

mďx

Λ2pmq

mplogmq2n`2
“

8
ÿ

m“2

Λ2pmq

mplogmq2n`2
´

1

2nplog xq2n
`O

ˆ

1
?
xplog xq2n´1

˙

. (4.4.8)

Let us analyze the second term in (4.4.7). By the estimate |gnpyq| ! 1 for y P r0, 1s, we get

ÿ

mďx

Λ2pmq

m
g2
n

ˆ

logm

log x

˙

“
ÿ

pďx

log2 p

p
g2
n

ˆ

log p

log x

˙

`Op1q. (4.4.9)

To analyze the sum over primes on the right-hand side of (4.4.9), we use5

P pyq “
ÿ

pďy

log2 p

p
“

log2 y

2
`Oplog yq,

for y ě 2. Then, using integration by parts and the bound |gnpyq g
1
npyq| ! 1 for y P r0, 1s

we get

ÿ

pďx

log2 p

p
g2
n

ˆ

log p

log x

˙

“

ż x`

2´
g2
n

ˆ

log u

log x

˙

dP puq “

ˆ
ż 1

0
α g2

npαq dα

˙

log2 x`Oplog xq.

(4.4.10)

Therefore, combining (4.4.8), (4.4.9) and (4.4.10) in (4.4.7), we conclude the proof of the

proposition.

5This can be obtained using integration by parts in [84, Theorem 2.7 (b)].
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4.5 Computing Cn numerically

In this section we study the series that appears in the main term. For each n ě 1, let

Cn be the series defined in (4.1.6), i.e.

Cn “
8
ÿ

m“2

Λ2pmq

m plogmq2n`2 .

Then, Theorem 4.1 implies that

ż T

0
|Snptq|

2 dt „
Cn
2π2

T.

Clearly, Cn satisfies the estimates

1

2plog 2q2n
ď Cn ď

1

2plog 2q2n
`

A

plog 3q2n
,

for some universal constant A ą 0. Since log 2 ă 1, then Cn Ñ8 as nÑ8, with

Cn „
1

2plog 2q2n
.

Let us obtain numerical bounds for Cn. To do this, we calculate numerically the first xn

terms of the series and obtain explicit bounds for the tail

Vnpxq “
ÿ

mąx

Λ2pmq

m plogmq2n`2 .

Lemma 4.10. Assume the Riemann hypothesis. Define

Mpxq :“
ÿ

mďx

Λ2pmq.

Then, for all x ě 105,

´ 0.047
?
xplog xq3 ďMpxq ´ px log x´ xq ď 0.057

?
xplog xq3, (4.5.1)

and

´
0.017n` 0.167
?
xplog xq2n´1

ď Vnpxq ´
1

2nplog xq2n
ď

0.020n` 0.181
?
xplog xq2n´1

. (4.5.2)

Proof. We recall an explicit version of the Prime Number Theorem error term under RH

(see [92, Theorem 10]): letting θpxq “
ř

pďx log p, for all x ě 600 we have

θpxq “ x`O˚
ˆ?

x log2 x

8π

˙

.

We start by obtaining explicit bounds for Npxq :“
ř

pďx log2 p. Using integration by parts
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we have, for x ě 105,

Npxq “ Np600q `

ż x`

600`
log y dθpyq “x log x´ x` c0

`O˚
ˆ?

x log3 x

8π

˙

`O˚
ˆ

1

8π

ż x

600

log2 y
?
y

dy

˙

,

where c0 :“ Np600q ´ θp600q log 600` 600 “ 62.9734... The above integral is bounded by

0 ď
1

8π

ż x

600

log2 y
?
y

dy ď
log2 x

8π

ż x

0

dy
?
y
ď

?
x log2 x

4π
ď 0.00692

?
x log3 x.

This gives

Npxq “ x log x´ x` c0 `O
˚
`

0.04671
?
x log3 x

˘

. (4.5.3)

In particular, we obtain for x ě 105 that Npxq ď x log x. This inequality is also true for

45 ď x ă 105 by numerical experiment. Now, using these estimates for Npxq, we obtain

bounds for Mpxq as follows:

ÿ

pďx

log2 p ď
ÿ

mďx

Λ2pmq

“
ÿ

pďx

log2 p`
ÿ

p2ďx

log2 p`

t
log x
log 2

u
ÿ

k“3

ÿ

pkďx

log2 p

ď Npxq `Np
?
xq `

log x

log 2
Np 3
?
xq

ď x log x´ x` c0 ` 0.04671
?
x log3 x` 0.5

?
x log x` 0.4809 3

?
x log2 x

ď x log x´ x` 0.0568
?
x log3 x,

for x ě 105. The lower bound follows from (4.5.3) and the fact that c0 ą 0. This proves

(4.5.1). Finally, let us prove (4.5.2). We write Mpxq “ x log x´x`Epxq. Then, integration

by parts gives us

Vnpxq “

ż 8

x`

dMpyq

yplog yq2n`2
“

1

2nplog xq2n
´

Epxq

xplog xq2n`2
`

ż 8

x

Epyq p2n` 2` log yq

y2plog yq2n`3
dy.

(4.5.4)

Using the upper bound for Epxq obtained in (4.5.1), we have for x ě 105,

ż 8

x

Epyq p2n` 2` log yq

y2plog yq2n`3
dy ď 0.057

ż 8

x

p2n` 2` log yq

y3{2plog yq2n
dy

ď
0.057

plog xq2n

ż 8

x

p2n` 2q

y3{2
dy `

0.057

plog xq2n´1

ż 8

x

1

y3{2
dy

ď
0.020n` 0.134
?
xplog xq2n´1

.
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n xn Lower bound for Cn Upper bound for Cn

1 108 1.5651238 1.5651260

2 107 2.46232872 2.46232876

3 5 ¨ 105 4.72243168 4.72243169

4 105 9.55058572 9.55058573

5 105 19.6650658 19.6650659

6 105 40.7601579 40.7601580

7 105 84.6986707 84.6986708

8 105 176.175788 176.175789

9 105 366.593383 366.593384

10 105 762.938920 762.938921

Table 4.2: Upper and lower bounds for Cn, for 1 ď n ď 10.

Similarly, for the same integral we obtain the lower bound p´0.017n´0.110q{
?
xplog xq2n´1.

Finally, combining these estimates with (4.5.1) in (4.5.4) we conclude (4.5.2).

Table 2 gives the bounds for Cn, applying (4.5.2) for a specific value xn, in the small

cases 1 ď n ď 10. For n ě 11, it can be verified that Cn is essentially given by its

exponentially-growing first term 1
2plog 2q2n

, up to an error of at most 0.1.
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Chapter 5

The Riemann zeta-function: the

number variance of its zeros

This chapter is comprised of the paper [A4]. As described in Section 1.3.6, our main goal is

to obtain a precise formula for the number variance of zeta zeros that holds simultaneously

in short and long intervals.

5.1 Introduction

Consider the quantity
ż T

0

”

S
´

t` 2πδ
log T

¯

´ Sptq
ı2

dt.

As mentioned in Section 1.3.6, Berry [5] (see also [6]) has given a precise conjecture for the

asymptotic behavior for this integral (see Section 5.1.3) for details. In the universal regime

of his model, when δ “ oplog T q, Berry conjectured an asymptotic formula that matches

exactly the variance of eigenvalues of GUE random matrices. However, when δ " log T , in

the so-called non-universal regime of his model, his prediction is no longer described by the

predictions from GUE and incorporates additional input from the primes.

Building upon ideas of Selberg [93] and Goldston [53], Gallagher and Mueller [50] and

Fujii [46] have given a conditional proof of Berry’s conjecture in the universal regime as-

suming both RH and versions of Montgomery’s pair correlation conjecture. In this section,

we introduce new ideas to prove novel results on the number variance of zeta zeros in the

non-universal regime when δ " log T . In particular, we show that new input from both the

zeros and primes is needed in this regime, requiring information on the zeros beyond pair

correlation (since we no longer expect GUE behavior in this range). In Section 5.1.2, we give

three different formulations of these results, stated as Theorems 5.2 – 5.4. In Section 5.1.3,

we show how our results give a conditional proof of Berry’s conjecture in the non-universal

regime assuming RH and a conjecture of Chan [23] for the pair correlation of zeta zeros in

longer ranges (which examines how often gaps between zeros can be close to a fixed nonzero

value). Roughly, pair correlation studies the distribution of gap sizes localized near zero
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with respect to the average spacing, whereas our new results require information about the

distribution of gap sizes localized near other points.

Before stating our new results on the number variance of zeta zeros, we first revisit the

work of Selberg [93, 94] and Goldston [53] on the moments of Sptq and log |ζp1
2 ` itq| and

the connection to the pair correlation of zeta zeros, which we described in Section 1.3.4.

Analogous to Goldston’s result (1.3.10) for Sptq, our Theorem 5.1 gives lower-order terms

for the second moment of log |ζp1
2 ` itq| assuming RH, in terms of the pair correlation of

zeta zeros. Assuming Montgomery’s pair correlation conjecture, Theorem 5.1 establishes a

special case of a conjecture of Keating and Snaith [72].

5.1.1 The variance in Selberg’s central limit theorem

Our first theorem of this chapter is an analogue of Goldston’s more precise result for

the second moment of log |ζp1
2 ` itq|, refining the case k “ 1 of the Selberg/Tsang result in

(1.3.9).

Theorem 5.1. Assume RH and let F pαq be defined by (1.3.5). Then, as T Ñ8,

T
ż

0

log2 |ζp1
2 ` itq| dt “

T

2
log log T ` aT ` opT q,

where the constant a is given by (1.3.11).

Assuming Montgomery’s strong pair correlation conjecture, we see that

a “
1

2

˜

1` γ0 `

8
ÿ

m“2

ÿ

p

ˆ

1

m2
´

1

m

˙

1

pm

¸

,

and Theorem 5.1 establishes a special case of a conjecture of Keating and Snaith [72,

eq. (97)]. We note that Keating and Snaith also made analogous conjectures for fami-

lies of L-functions in [71].

Though the statement of our first result is very similar to Goldston’s theorem, the proofs

are considerably different. One reason for this is easy to explain. From the formula for Nptq

in (1.3.2), we see that the function Sptq is bounded near the zeros of ζp1
2 ` itq, with a jump

discontinuity at each zero. On the other hand, log |ζp1
2 ` itq| is not bounded near the zeros,

and can be arbitrarily large in the negative direction. These logarithmic singularities do

not substantially change the end result, but they do cause technical difficulties within the

proof. Another major difference from Goldston’s work is that our proof relies on a delicate

cancellation of main terms, which we accomplish by introducing the function gpxq in Section

5.2. Though an analogous cancellation of main terms was not present in Goldston’s work,

it is present in the work described in Chapter 4, where we introduced related functions to

obtain similar cancellations in the study of the second moment of the iterated antiderivatives

of Sptq (see Lemma 4.4). However, as we shall see, when considering log |ζp1
2 ` itq| there are
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important new technical differences in the properties of our functions due to the unbounded

discontinuities.

Remark. The error term in Theorem 5.1 could be improved using additional assumptions

such as a quantitative form of the twin prime conjecture (see [25]), or a more precise con-

jectural formula for pair correlation by Bogomolny and Keating [9] or Conrey and Snaith

[38]. For details, see the work of Chan [24].

5.1.2 Number variance of zeta zeros

In a series of papers, Fujii [45, 46, 47] considered the 2kth moments of the difference

of Spt`∆q ´ Sptq. Using Selberg’s methods, for T sufficiently large, Fujii [45] showed

unconditionally that

T
ż

0

rSpt`∆q ´ Sptqs2k dt “
p2kq!

p2πq2kk!
T p2 logp2`∆ log T qqk `O

´

T plogp2`∆ log T qqk´1{2
¯

(5.1.1)

when 0 ă ∆ ! 1 and, assuming RH, Fujii [47] showed that

T
ż

0

rSpt`∆q ´ Sptqs2k dt “
p2kq!2k

p2πq2kk!
T
`

log log T ´ log |ζp1` i∆q|
˘k
`O

´

T
`

log log T
˘k´1

¯

(5.1.2)

when 1 ď ∆ ď T . Fujii’s result in (5.1.1) gives an asymptotic formula when ∆ log T goes

to infinity with T (sufficiently slowly). If ∆ log T ! 1, then the main term and error term

in this result are the same order of magnitude and this result does not give an asymptotic

formula. Fujii’s result in (5.1.2) has an error term of the same order of magnitude as

Selberg’s conditional result in (1.3.7). In particular, when k “ 1, the error term in (5.1.2)

is OpT q. In this case, similarly to Goldston’s result for the second moment of Sptq, the

contribution from the zeros of ζpsq give a leading-order term of size T , whereas Selberg’s

method only treats the contribution from the primes as the main term. Realizing this, Fujii

[46] applies Goldston’s methods [53] to his own work and, assuming RH, he shows that for

0 ă ∆ “ op1q we have

T
ż

0

rSpt`∆q ´ Sptqs2 dt “
T

π2

$

&

%

1
ż

0

1´ cospα∆ log T q

α
dα`

8
ż

1

F pαq r1´ cospα∆ log T qs

α2
dα

,

.

-

` opT q,

(5.1.3)
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as T Ñ 8. Gallagher and Mueller [50] had previously given a similar estimate in the

limited range ∆ » 1
log T assuming both RH and Montgomery’s pair correlation conjecture.

A calculation related to (5.1.3) can also be found in recent work of Heap [68, Proposition

9]. Notice that the expression of the main term in (5.1.3) is stated using information from

the zeros, in the form of F pαq. As we shall see, more information about the distribution of

the zeros of ζpsq is required in order to accurately describe the situation when ∆ " 1.

Our next results refine Fujii’s calculation in (5.1.3) by giving an asymptotic formula of

similar precision but with a much larger range of ∆. This requires expressing the main

term in a different manner, giving a better understanding of the behavior of the number

variance for zeta zeros for different sizes of ∆. To achieve this, we must overcome significant

technical challenges, as new main terms arise and a more careful consideration of the error

terms is required. Our result relies on finer information from both the primes and the zeros

of ζpsq. In particular, we require a variation of Montgomery’s function F pαq introduced by

Chan [23] in his study of the pair correlation of zeros in longer ranges. We define1

F∆pαq “ F∆pα, T q :“
2π

T log T

ÿ

0ăγ, γ1ďT

T iαpγ´γ
1´∆qw

`

γ ´ γ1 ´∆
˘

, (5.1.4)

and we prove the following theorem.

Theorem 5.2. Assume RH and let 0 ă ∆ “ oplog2 T q. Then, as T Ñ8,

T
ż

0

rSpt`∆q ´ Sptqs2 dt “
T

π2

#

1

2i

∆
ż

0

ˆ

ζ 1

ζ
p1` itq ´

ζ 1

ζ
p1´ itq ´

2i cospt log T q

t

˙

dt` rCp∆q

`
1

2

8
ż

1

2F pαq ´ F∆pαq ´ F´∆pαq

α2
dα

+

` opT q

and

T
ż

0

“

log
ˇ

ˇζ
`

1
2 ` it` i∆

˘ˇ

ˇ´ log
ˇ

ˇζ
`

1
2 ` it

˘ˇ

ˇ

‰2
dt

“ T

#

1

2i

∆
ż

0

ˆ

ζ 1

ζ
p1` itq ´

ζ 1

ζ
p1´ itq ´

2i cospt log T q

t

˙

dt

` rCp∆q `
1

2

8
ż

1

2F pαq ´ F∆pαq ´ F´∆pαq

α2
dα

+

` opT q,

where

rCp∆q “
ÿ

mě2

ÿ

p

ˆ

1

m2
´

1

m

˙

1

pm

´

1´ cos p∆m log pq
¯

. (5.1.5)

1Chan works only with the real part of F∆.
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We highlight that there is new input from the zeros contained in the function F∆, and

new input from the primes codified in the integral of the logarithmic derivatives of ζpsq on

the line Re s “ 1. The integral involving F∆ is convergent and remains bounded as T Ñ8

(see the remark after Proposition 5.23). Conceivably, Theorem 5.2 continues to hold in a

much longer range of ∆. We give two alternative formulations of this theorem. Our first

reformulation better illustrates the connection to Fujii’s previous result in (5.1.3).

Theorem 5.3. Assume RH and let 0 ă ∆ “ oplog2 T q. For y ě 1, define

Epyq “
ÿ

nďy

Λpnq2 ´ y log y ` y. (5.1.6)

Then, as T Ñ8,

T
ż

0

rSpt`∆q ´ Sptqs2 dt “
T

π2

$

&

%

1
ż

0

1´ cosp∆α log T q

α
dα

`
1

2

8
ż

1

2F pαq ´ F∆pαq ´ F´∆pαq

α2
dα ` cp∆q

,

.

-

` opT q

and

T
ż

0

«

log
ˇ

ˇζ
`

1
2 ` it` i∆

˘ˇ

ˇ´ log
ˇ

ˇζ
`

1
2 ` it

˘ˇ

ˇ

ff2

dt

“ T

$

&

%

1
ż

0

1´ cosp∆α log T q

α
dα`

1

2

8
ż

1

2F pαq ´ F∆pαq ´ F´∆pαq

α2
dα

,

.

-

` T cp∆q ` opT q,

where

cpvq :“

8
ż

1

Epyq

y2 log3 y

„

´v log y sinpv log yq ` sin2

ˆ

v log y

2

˙

plog y ` 2q



dy ´
v2

2
. (5.1.7)

Using Theorem 5.2, the function cpvq can also be written in terms of the Taylor series

expansion of
ζ 1

ζ
p1` itq ´

ζ 1

ζ
p1´ itq `

2

it

about t “ 0. Note that, for 1 ď y ă 2, we have Epyq “ ´y log y ` y, and the prime

number theorem (unconditionally) implies that Epyq “ Opy{ log yq, as y Ñ 8. These two

facts, together with the inequality | sinx| ď |x|, imply that cpvq is well-defined and that

cpvq ! v2, for all v ě 0. In particular, if ∆ “ op1q, as in Fujii’s case in (5.1.3), then the term

T c p∆q “ opT q and can be absorbed into the error term. Moreover, when ∆ “ op1q, we show

that this integral reduces to the analogous term in (5.1.3) involving F pαq (see Section 5.6),
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recovering Fujii’s result in this range. This reduction, while based on simple ideas, is quite

subtle, and requires another technical but straightforward modification of Montgomery’s

theorem for F pαq to control some of the error terms.

As explained above for Theorem 5.1, the proofs for the imaginary and real parts of

log ζp1
2 ` itq are similar, but the proof for the real part is significantly more difficult. For

this reason, we give the details only for the latter. Although we present the main steps of

the proofs of Theorem 5.1 and Theorem 5.3 in parallel, it is important to note that the

proof of Theorem 5.1 is independent of the proof of Theorem 5.3. Additionally, we will use

Theorem 5.1 to control some of the error terms in some steps for Theorem 5.3 (see Lemma

5.20 below).

Our second reformulation of Theorem 5.2 illustrates the input from the primes and the

zeros in a simpler way. As we shall see in the next section, this has the advantage of allowing

for a simple comparison with a conjecture of Berry [5].

Theorem 5.4. Assume RH and let 0 ă ∆ “ oplog2 T q. Then, as T Ñ8,

T
ż

0

rSpt`∆q ´ Sptqs2 dt “
T

π2

#

ÿ

nďT

Λ2pnq

n log2 n
p1´ cosp∆ log nqq

`
1

2

8
ż

1

2F pαq ´ F∆pαq ´ F´∆pαq

α2
dα

+

` opT q

and

T
ż

0

“

log
ˇ

ˇζ
`

1
2 ` it` i∆

˘ˇ

ˇ´ log
ˇ

ˇζ
`

1
2 ` it

˘ˇ

ˇ

‰2
dt

“ T

#

ÿ

nďT

Λ2pnq

n log2 n
p1´ cosp∆ log nqq `

1

2

8
ż

1

2F pαq ´ F∆pαq ´ F´∆pαq

α2
dα

+

` opT q.

The proofs of all of our theorems rely on knowledge of F pαq and F∆pαq for |α| ď 1.

It is known that F pαq is real-valued, positive, and even. Moreover, refining Montgomery’s

original work [81], Goldston and Montgomery [58] showed that

F pαq “
`

T´2α log T ` α
˘

p1` op1qq, (5.1.8)

uniformly for 0 ď α ď 1. Here, the term of op1q is of size O
´b

log log T
log T

¯

. In contrast, the

function F∆pαq is no longer positive, nor real, nor even; however, it satisfies the symmetry

relations

F∆pαq “ F∆p´αq “ F´∆pαq. (5.1.9)

Combining the methods of Chan [23, Theorem 1.1] with Goldston-Montgomery [58], it can
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be shown that

F∆pαq “ T´2α log T `αwp∆qT´iα∆`O

ˆ

1
?

log T

˙

`OpT´2αq`Oε

¨

˝

p∆` 1qT
´α

´

1
2´ε

¯

log T

˛

‚,

(5.1.10)

uniformly for 0 ď α ď 1 and small ε ą 0.

5.1.3 A conjecture of Berry

The Hilbert-Pólya conjecture states that the imaginary parts of the zeros of ζpsq corre-

spond to the eigenvalues of some self-adjoint operator, and this would imply RH. In 1973,

as a consequence of his work on the pair correlation of zeros, Montgomery [81] was led to

conjecture that the zeros of ζpsq are distributed as the eigenvalues of a random matrix from

the Gaussian unitary ensemble (GUE), giving support to a spectral interpretation of the

zeta zeros. Montgomery’s conjecture is supported by numerical evidence of Odlyzko [88],

which suggests that the GUE model holds for short-range statistics between zeros, such as

the distribution of the gap between consecutive zeros. However, Odlyzko’s evidence shows

that the GUE model fails for long-range statistics, such as the correlation between zeros

that are very far apart. In this case, Berry [5] suggested that these long-range statistics are

better described in terms of primes, instead of GUE statistics.

Berry [5] proposed a conjectural model for the zeros of ζpsq, as the eigenvalues of a

quantum Hamiltonian operator. His model is expected to conform to the behavior of both

short-range and long-range statistics of zeros, as described above. In 1988, Berry used his

model to conjecture an asymptotic formula (in terms of our notation) for

T
ż

0

”

S
´

t` 2πδ
log T

¯

´ Sptq
ı2

dt. (5.1.11)

As described above, the universal regime of his model is when δ “ oplog T q, while the

non-universal regime corresponds to δ " log T .

We first briefly describe Berry’s conjecture following his notation. For E ą 0, define

N pEq :“
E

2π

ˆ

log
E

2π
´ 1

˙

`
7

8
,

so that, by (1.3.2), we have NpEq “ N pEq ` SpEq ` O
`

1
E

˘

. For m ě 1, let xm “ N pγmq
be the renormalized zeros of ζpsq, so that the sequence xm has average spacing 1. In what

follows, we let E, x and ∆x be three large parameters, which we think of as going to infinity,

satisfying the relations ∆x “ opxq and x “ N pEq „ E
2π logE. For L ă x, let npL;xq be the

number of renormalized zeros xm in the interval
“

x´ L
2 , x`

L
2

‰

. In particular, note that

npL;xq “ L` S

ˆ

N´1

ˆ

x`
L

2

˙˙

´ S

ˆ

N´1

ˆ

x´
L

2

˙˙

`O

ˆ

log x

x

˙

.
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We define the variance as

V pL;xq “
@

rnpL;xq ´ Ls2
D

:“
1

∆x

x`∆x
2

ż

x´∆x
2

rnpL; yq ´ Ls2 dy.

Finally, we let τ˚ be another parameter, such that τ˚ “ ΦpEq
logpE{2πq for some function ΦpEq

that goes to infinity as E Ñ8. Berry’s conjectural formula [5, Eq. (19)] states that

V pL;xq „
1

π2

“

logp2πLq ´ Cip2πLq ´ 2πLSip2πLq ` π2L´ cosp2πLq ` 1` γ0

‰

`
1

π2

»

–2
8
ÿ

r“1

prăpE{2πqτ
˚

ÿ

p

sin2pπLr log p{ logpE{2πqq

r2pr
` Cip2πLτ˚q ´ logp2πLτ˚q ´ γ0

fi

fl ,

as E Ñ8, where γ0 is Euler’s constant,

Sipxq :“

x
ż

0

sinu

u
du, and Cipxq :“ ´

8
ż

x

cosu

u
du. (5.1.12)

The right-hand side does not depend on the choice of τ˚, as E Ñ8. The universal regime

is when L “ op1{τ˚q, where the term in the first set of brackets is the dominant (leading

order) term. See also [5, Eqs. (20) and (21)] for simplifications in different ranges of L.

Translating to our normalization and our notation, Berry made the following conjecture.

Conjecture 5.5 (Berry, 1988). Let δ ą 0. Then, as T Ñ 8, the following asymptotic

formulae hold.

(a): If δ “ oplog T q, then

T
ż

0

”

S
´

t` 2πδ
log T

¯

´ Sptq
ı2

dt„
T

π2

“

logp2πδq ´ Cip2πδq´2πδ Sip2πδq` π2δ ´ cosp2πδq ` 1` γ0

‰

(b): If δ " log T , then

T
ż

0

”

S
´

t` 2πδ
log T

¯

´ Sptq
ı2

dt „
T

π2

«

ÿ

nďT

Λ2pnq

n log2 n

ˆ

1´ cos

ˆ

2πδ log n

log T

˙˙

` 1

ff

In 1990, Fujii [46] proved an asymptotic formula for (5.1.11), assuming RH, in the

universal regime where δ “ oplog T q. In particular, assuming RH and Montgomery’s strong

pair correlation conjecture, Fujii proves Berry’s conjecture in the universal regime (part (a)

of the above conjecture). However, Fujii’s proof relies on the fact that δ
log T Ñ 0 as T Ñ8

in numerous places, and it is not obvious that his proof can be modified to establish part

(b) up to an error of size opT q.
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Assuming RH and a version of the strong pair correlation conjecture (in longer ranges)

due to Chan, we show that our formulae in Theorems 5.2 – 5.4 imply Berry’s conjecture

in both the universal and the non-universal regimes. Although Berry never conjectures the

range of δ for which part (b) of Conjecture 5.5 holds, we verify his conjecture holds in the

range δ “ oplog
4
3 T q. Conceivably part (b) continues to hold for δ in a much longer range.

We require the following generalization of the strong form of Montgomery’s pair correlation

conjecture due to Chan [23, Conjecture 1.1].

Conjecture 5.6 (Chan, 2004). For |α| ě 1 and ∆ “ o
´

log
1
3 T

¯

, we have

F∆pαq “ T´iα∆wp∆q
`

1` op1q
˘

,

uniformly for α in compact intervals as T Ñ8.

Corollary 5.7. Assume RH and Conjecture 5.6. Then, Conjecture 5.5 holds for all δ “

o
´

log
4
3 T

¯

.

The restriction on δ in the above corollary comes from Conjecture 5.6. As we shall see,

the restriction ∆ “ oplog2 T q in Theorems 5.2 – 5.4, corresponding to δ “ oplog3 T q, arises

naturally in two different places. It first arises from the last error term in the formula (5.1.10)

for F∆pαq from [23, Theorem 1.1] (see Lemma 5.16), and it again arises from estimating a

sum over primes in Lemma 5.21 below. In the following sections, we attempt to state each

lemma in the largest possible range of ∆ to clarify where these restrictions appear.

5.2 A representation formula for log |ζp1{2` itq|

5.2.1 Some auxiliary functions

Following the ideas developed by Goldston [53], we must obtain a representation formula

for log |ζp1{2`itq| in terms of a Dirichlet polynomial supported over prime powers and a sum

over the zeros of ζpsq. This is based on an explicit formula of Montgomery [81] and, in our

case, requires introducing three auxiliary, real-valued functions, whose technical properties

play important roles in our proof. For u P p0, 2q, define

fpuq :“ u

8
ż

0

sinhryp1´ uqs

cosh y
dy; (5.2.1)

for u P p´2, 2q, define

gpuq :“

8
ż

0

e´y coshpuyq

cosh y
dy; (5.2.2)

and for u P Rzt0u, define

hpuq :“ cosu

8
ż

0

y

cosh y

dy

y2`u2
. (5.2.3)
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Before stating our representation formula, we collect relevant properties of f , h and g in the

following lemma. This is similar to the ideas and functions used in Lemmas 4.4 and 4.5,

and they will be used to obtain a delicate cancellation of main terms.

Lemma 5.8. Let f , h, and g be defined in (5.2.1), (5.2.3), and (5.2.2), respectively. Then

(a) we have g P C8p´2, 2q and g is even;

(b) for u P p0, 2q, we have

gpuq “
1´ fpuq

u
;

(c) we have h P L1pRq X L2pRq, h is even, and

phpaq “ π

$

’

&

’

%

gp2πaq, if 2π|a| ď 1,
1

2π|a|
, if 2π|a| ą 1.

Remark. We highlight that h has an unbounded but integrable singularity at the origin,

which is different from the situation in both [53] and in Chapter 4. We also note that f, g,

and their derivatives are uniformly bounded on the interval r0, 1s.

Proof. First we consider gpuq as defined in (5.2.2). By the Dominated Convergence Theorem

we have that g P C8p´2, 2q. The fact that g is even follows from the fact that coshpyq is

even. Now let u P p0, 2q. Then for all u ą 0, we know

1

u
“

8
ż

0

e´uy d y.

Using this representation for 1
u , it follows that

1´ fpuq

u
“

8
ż

0

e´y peuy ` e´uyq

ey ` e´y
d y “

8
ż

0

e´y coshpuyq

cosh y
d y “ gpuq,

as claimed. Next we consider hpuq defined in (5.2.3). First, observe that hpuq is even by

construction. Next, we will show that h P L1pRq. By the definition of h, observe that

8
ż

´8

|hpvq|dv ď 2

8
ż

0

1

coshu

8
ż

0

u

u2 ` v2
dv du “ π

8
ż

0

du

coshu
“ π2,

which implies h P L1pRq. Next, we calculate the Fourier transform of hpvq using the well

known Fourier pair

ϕpyq “ e´2π|y| and pϕpξq “
1

π

1

1` ξ2
. (5.2.4)
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Let a P R. Since h is even, we may assume a ě 0. Using the variable change w “ v
u and

(5.2.4), it follows that

phpaq “

8
ż

´8

hpvq e´2πiav dv

“

8
ż

0

u

coshu

8
ż

´8

cos v

u2 ` v2
e´2πiav dv du

“
1

2

8
ż

0

1

coshu

8
ż

´8

peup
1

2π
´aq2πiw ` eup´

1
2π
´aq2πiwq

1` w2
dw du

“
π

2

8
ż

0

1

coshu

`

e´u|1´2πa| ` e´u|1`2πa|
˘

du

“

$

&

%

π gp2πaq, 0 ď 2πa ď 1,
1

2a
, 2πa ą 1.

Clearly, ph P L2pRq, and therefore h P L2pRq. This completes the proof.

5.2.2 Representation formula

We now state our formula for log |ζp1
2 ` itq|.

Lemma 5.9. Assume RH. For x ě 4, t ě 1, and t ‰ γ, we have

log |ζp1
2 ` itq| “ ´

ÿ

γ

hrpγ ´ tq log xs `
ÿ

nďx

Λpnq cospt log nq

n1{2 log n
f

ˆ

log n

log x

˙

`
log 2 log t

2π

2 log x

`O

˜

x1{2

t log2 x

¸

.

Proof. We begin with the fact that, for t ‰ γ, we have

log |ζp1
2 ` itq| “ ´

8
ż

1{2

Re
ζ 1

ζ
pσ ` itqdσ.

Now we use the slightly modified version of Montgomery’s explicit formula [81] obtained in

(4.2.6). For ρ “ 1
2 ` iγ, x ě 4, s “ σ ` it with σ ą 1

2 and t ě 1, we have

pxσ´
1
2 ` x

1
2´σqRe

ζ 1

ζ
pσ ` itq “

ÿ

γ

cosppt´ γq log xq
2pσ ´ 1

2q

pσ ´ 1
2q

2 ` pt´ γq2

´
ÿ

nďx

Λpnq cospt log nq

¨

˝

xσ´
1
2

nσ
´
x

1
2´σ

n1´σ

˛

‚
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´ x
1
2 Re

ˆ

x´itp1´ 2σq

pσ ´ itqp1´ σ ´ itq

˙

´ x
1
2´σ log

ˆ

t

2π

˙

`O

ˆ

σ2

t

´

x´5{2 ` x1{2´σ
¯

˙

. (5.2.5)

This immediately follows from (4.2.6) by letting n “ 1 therein and taking real parts. Divid-

ing by pxσ´
1
2 ` x

1
2´σq “ 2 coshppσ ´ 1

2q log xq and integrating (5.2.5) from 1
2 to infinity, for

x ě 4, t ě 1, and t ‰ γ we have

log |ζp1
2 ` itq| “ ´

ÿ

γ

cosppt´ γq log xq

8
ż

1{2

pσ ´ 1
2q

pσ ´ 1
2q

2 ` pt´ γq2
dσ

coshppσ ´ 1
2q log xq

`
ÿ

nďx

Λpnq cospt log nq

8
ż

1{2

¨

˝

xσ´
1
2

nσ
´
x

1
2´σ

n1´σ

˛

‚

dσ

2 coshppσ ´ 1
2q log xq

` x1{2Re

¨

˚

˝

x´it
8
ż

1{2

p1
2 ´ σq

pσ ´ itqp1´ σ ´ itq

dσ

coshppσ ´ 1
2q log xq

˛

‹

‚

`
1

2
log

t

2π

8
ż

1{2

x
1
2´σ

coshppσ ´ 1
2q log xq

dσ `O

¨

˚

˝

1

t

8
ż

1{2

σ2
`

x´5{2 ` x1{2´σ
˘

coshppσ ´ 1
2q log xq

dσ

˛

‹

‚

.

(5.2.6)

By using the substitution, u “ pσ´ 1
2q log x, the integral in the second main term of (5.2.6)

yields

8
ż

1{2

¨

˝

xσ´
1
2

nσ
´
x

1
2´σ

n1´σ

˛

‚

dσ

2 coshppσ ´ 1
2q log xq

“
1

n1{2 log n
f

ˆ

log n

log x

˙

,

where f is defined in (5.2.1). Again, by the same substitution, for the first main term of

(5.2.6), we have

´
ÿ

γ

cosppt´ γq log xq

8
ż

1{2

pσ ´ 1
2q

pσ ´ 1
2q

2 ` pt´ γq2
dσ

coshppσ ´ 1
2q log xq

“ ´
ÿ

γ

hrpt´ γ1q log xs,

where h is defined in (5.2.3). Finally, the fourth term of (5.2.6) equals

log t
2π

2

8
ż

1{2

x
1
2´σ

coshppσ ´ 1
2q log xq

dσ “
log 2 log t

2π

2 log x
.

The other terms are error terms and can be treated similarly to the proof of [53, Lemma 1].

Combining all the terms of (5.2.6) completes the proof.
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Note that we have the extra main term log 2 log t{2π
log x when compared to Goldston’s formula

for Sptq in [53, Lemma 1]. This comes from Stirling’s formula when analyzing the real part

of ζ1

ζ psq, and it does not appear when taking the imaginary part. We use Lemma 5.9 to

obtain an expression for the quantities we want to compute in Theorems 5.1 and 5.3. We

now adopt some notation for the expressions we will consider. Henceforth, let T ě 4 and

∆ “ ∆pT q be a function of T such that 0 ă ∆ ! T b, for some fixed 0 ă b ă 1. For t ě 1,

denote

Aptq :“
ÿ

nďx

Λpnq cospt log nq

n1{2 log n
f

ˆ

log n

log x

˙

and Bptq :“ ´
ÿ

γ

hrpγ ´ tq log xs, (5.2.7)

so that Aptq contains the information on primes and Bptq contains the information on zeros

in our expression for log |ζp1{2` itq|. Additionally, denote

G1 :“ ´

T
ż

1

|Aptq|2 dt, G2 :“ ´

T
ż

1

|A pt`∆q ´Aptq|2 dt,

H1 :“ 2

T
ż

1

Aptq log |ζp1
2 ` itq| dt,

H2 :“ 2

T
ż

1

rApt`∆q ´Aptqs
“

log
ˇ

ˇζ
`

1
2 ` it` i∆

˘
ˇ

ˇ´ log
ˇ

ˇζp1
2 ` itq

ˇ

ˇ

‰

dt,

R1 :“

T
ż

1

|Bptq|2 dt, R2 :“

T
ż

1

|Bpt`∆q ´Bptq|2 dt. (5.2.8)

In the next result, we use Lemma 5.9 to write the objects in Theorems 5.1 and 5.3 in terms

of the above expressions Gi, Hi, and Ri.

Lemma 5.10. Assume RH. Let 4 ď x ď T and let 0 ă ∆ ! T b, where b ă 1
2 . Then, as

T Ñ8, we have

(a)

T
ż

1

log2 |ζp1
2 ` itq| dt “ G1 `H1 `R1 ´ T log2 T

log2 2

4 log2 x
`O

ˆ

T log T

log2 x

˙

`O

ˆ
?
xR1

log2 x

˙

;

(b)

T
ż

1

“

log
ˇ

ˇζ
`

1
2 ` it` i∆

˘ˇ

ˇ´log
ˇ

ˇζp1
2 ` itq

ˇ

ˇ

‰2
dt “ G2`H2`R2`O

ˆ

T

log4 x

˙

`O

ˆ
?
TR2

log2 x

˙

.

Proof. Let 4 ď x ď T and let 0 ă ∆ ! T b, where b ă 1
2 . By rearranging the terms in

Lemma 5.9, we have

Bptq `O

˜

x1{2

t log2 x

¸

“ log |ζp1
2 ` itq| ´Aptq ´

log 2 log t
2π

2 log x
.
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Squaring the above expression and then integrating from 1 to T yields

R1 `O

ˆ
?
xR1

log2 x

˙

`O

ˆ

x

log4 x

˙

“

T
ż

1

log2 |ζp1
2 ` itq| dt´H1 ´G1 `

log2 2

4

T log2 T

log2 x
`O

ˆ

T log T

log2 x

˙

`O

¨

˝

1

log x

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

T
ż

1

Aptq log t dt

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

˛

‚`O

¨

˝

1

log x

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

T
ż

1

log |ζp1
2 ` itq| log t dt

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

˛

‚, (5.2.9)

where we used the Cauchy-Schwarz inequality to bound the first error term on the left-hand

side. For the second error term on the right-hand side of (5.2.9), since fpvq is uniformly

bounded for all v P r0, 1s, | cospvq| ď 1 for all v P R, and
T
ş

1

nit log t dt ! log T for n ě 2, we

see that

T
ż

1

Aptq
log t

log x
dt !

log T

log x

ÿ

nďx

Λpnq

n1{2 log n
!

?
x

log x
log T.

To control the last error term on the right-hand side of (5.2.9), consider the antiderivative

of log |ζp1
2 ` itq|. Assuming RH, it is known that

T
ż

1

log |ζp1
2 ` itq| dt ! log T.

(See [15, Lemma 2.2] for a slightly stronger estimate.) Thus, using integration by parts, we

obtain

1

log x

T
ż

1

log |ζp1
2 ` itq| log t dt !

log2 T

log x
.

By combining and rearranging all the calculations for the terms in (5.2.9), we complete the

proof of part (a).

For the proof of part (b), since ∆ ! T b, we observe that for t ą 1, x ě 4, and ε ą 0 the

Mean Value Theorem implies that

log 2
“

log
`

t`∆
2π

˘

´ log t
2π

‰

2 log x
!ε

T
1
2
´ε

t log x
,

so that this term is absorbed into the error bound. The rest of the proof of part (b) is

analogous to the proof of part (a). Consequently, the proof is complete.

In order to conclude the proofs of Theorems 5.1 and 5.3, the following sections are

devoted to estimating the quantities Gi, Hi and Ri.
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5.3 Contributions from the zeros

5.3.1 Auxilliary lemmas

Before we compute Ri, we remark that the constant a as defined in (1.3.11) actually

has a mild dependence on T , since it is defined in terms of F pα, T q. In this subsection, we

collect several useful technical estimates regarding the zeros and the function F∆pα, T q, and

we show that this dependence on T can be controlled in the proofs of our main theorems.

Lemma 5.11. Assume RH. Let T ě 4 and ∆ “ Oplog2 T q. Then, for β ą 0, we have

β
ż

0

2F pαq ´ F∆pαq ´ F´∆pαq dα ! p1` βq

ˆ

1`
|∆|

log2 T

˙

and

8
ż

1

2F pαq ´ F∆pαq ´ F´∆pαq

α2
dα ! 1`

|∆|

log2 T
,

where the implied constants are universal.

Proof. Consider the identity

2F pαq´F∆pαq ´ F´∆pαq “

8π2

T log T

8
ż

´8

e´4π|u| r1´ cosp∆α log T ` 2π∆uqs

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

0ăγďT

T iαγe2πiuγ

ˇ

ˇ

ˇ

ˇ

ˇ

2

du.
(5.3.1)

In particular, 2F pαq´F∆pαq´F´∆pαq ě 0. Lemma 5.11 follows by modifying an argument

of Goldston [53, Lemma A] in a straightforward manner and applying Chan’s theorem for

F∆pαq in the form given in (5.1.10).

Lemma 5.12. Let T ě 4, 0 ď |∆| ď T , 0 ă H ď T , and wpuq “ 4
4`u2 . Then,

(a)
ÿ

0ăγ,γ1ďT

|γ ´ γ1 ´∆|wpγ ´ γ1 ´∆q ! T log3 T ;

(b)
ÿ

T´|∆|´1ďγ,γ1ďT`H

wpγ ´ γ1 ´∆q ! pH ` |∆| ` 1q log2 T ;

(c)
ÿ

0ăγăT´|∆|´1
Tďγ1ďT`H

wpγ ´ γ1 ´∆q ! log3 T ;

where the implied constants are universal.
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Proof. By interchanging γ and γ1, we may assume that ∆ ě 0. We have

ÿ

0ăγ,γ1ďT

|γ ´ γ1 ´∆|wpγ ´ γ1 ´∆q “
ÿ

0ăγ,γ1ďT
γ´γ1´∆ă0

p∆` γ1 ´ γqwpγ ´ γ1 ´∆q

`
ÿ

0ăγ,γ1ďT
γ´γ1´∆ą0

pγ ´ γ1 ´∆qwpγ ´ γ1 ´∆q

“Z1 ` Z2,

say. We use the inequality
4|u|

4` u2
ď min

ˆ

1,
4

|u|

˙

and the fact that there are Oplog T q zeros in the interval rT ´∆´ 2, T ´∆s to estimate Z1

as follows:

Z1 ď
ÿ

0ăγďT

ÿ

γ´∆ăγ1ăγ´∆`2

1`
ÿ

0ăγďT

ÿ

γ´∆`2ăγ1ďT

4

∆` γ1 ´ γ

!
ÿ

0ăγďT

log T `
ÿ

0ăγďT

ÿ

γ`2ănďT`∆

log n

n´ γ

! T log2 T `
ÿ

0ăγďT

log2p∆` T q

! T log3 T,

since ∆ ď T . The bound Z2 ! T log3 T is similar. This proves part (a).

For part (b), since 0 ă H ď T , we use that there are Oplog T q zeros in the interval

pn, n` 1q (for 0 ď n ď T `H) to obtain:

ÿ

T´|∆|´1ďγ,γ1ďT`H

wpγ ´ γ1 ´∆q

! log T
ÿ

T´|∆|´1ďγďT`H

ÿ

0ďnďH`|∆|`1

1

1` pγ ´ T ` |∆| ` 1´ n´∆q2

! log T
ÿ

T´|∆|´1ďγďT`H

1 ! pH ` |∆| ` 1q log2 T.

In the last line, we used that, since the summand is positive, we may bound the sum over

n by a sum over all integers, and the function

ÿ

nPZ

1

1` px` nq2

converges to a continuous periodic function of x P R. In particular, it is uniformly bounded.

For part (c), note that, for 0 ă γ ă T ´ |∆| ´ 1 and T ď γ1 ď T ` H, we have
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|γ ´ γ1 ´∆| ě T `∆´ γ ě 1. Then, using that wpuq ď 4
u2 , we have

ÿ

0ăγăT´|∆|´1
Tďγ1ďT`H

wpγ ´ γ1 ´∆q ! log T
ÿ

0ăγăT´|∆|´1

ÿ

0ďnďH`1

1

pT ` n`∆´ γq2

! log T
ÿ

0ăγăT´|∆|´1

1

T `∆´ γ

! log2 T
ÿ

1ďnďT`|∆|

1

n
! log3 T,

since |∆| ď T .

Lemma 5.13. Assume RH. For T ě 4, let |∆| ď log2 T , and let 0 ă H ď T . We have

paq

ż 8

1

F pα, T`Hq

α2
dα “

ż 8

1

F pα, T q

α2
dα`O

´

pH ` 1q

T
log3 T

¯

;

pbq

ż 8

1

2F pα, T`Hq ´ F∆pα, T`Hq ´ F´∆pα, T`Hq

α2
dα

“

ż 8

1

2F pα, T q ´ F∆pα, T q ´ F´∆pα, T q

α2
dα`O

´

pH ` |∆| ` 1q

T
log3 T

¯

.

Here, the implied constants are universal.

Proof. First, we prove a pointwise estimate for F∆pα, T `Hq that holds in the larger range

|∆| ď T and is useful for both parts (a) and (b). By the mean-value theorem, for θ P R, we

have

|pT `Hqiθ ´ T iθ| !
H|θ|

T
and

1

pT `Hq logpT `Hq
“

1

T log T

ˆ

1`O

ˆ

H

T

˙˙

.

Therefore, for ∆ P R with |∆| ď T , we have

F∆pα, T `Hq “
2π

T log T

ÿ

0ăγ,γ1ďT`H

pT `Hqiαpγ´γ
1´∆qwpγ´γ1´∆q`O

ˆ

H

T
F∆p0, T `Hq

˙

.

To bound the last error term, one can see that |F∆pα, T q| ď F∆p0, T q ! log T (uniformly for

0 ď |∆| ď T ), analogously to the classical bound for ∆ “ 0. Now, to estimate the difference

|F∆pα, T`Hq´F∆pα, T q|, we separate the double sum over zeros in F∆pα, T`Hq depending

on whether the zeros lie in the interval p0, T s or pT, T `Hs. Using the triangle inequality,

we obtain

|F∆pα, T`Hq´F∆pα,T q|ď
2π

T log T

ÿ

0ăγ,γ1ďT

ˇ

ˇpT `Hqiαpγ´γ
1´∆q ´ T iαpγ´γ

1´∆q
ˇ

ˇwpγ ´ γ1 ´∆q

`
2π

T log T

ÿ

Tăγ,γ1ďT`H

wpγ ´ γ1 ´∆q
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`
2π

T log T

ÿ

0ăγďT
Tăγ1ďT`H

wpγ ´ γ1 ´∆q

`
2π

T log T

ÿ

0ăγ1ďT
TăγďT`H

wpγ ´ γ1 ´∆q `O

ˆ

H

T
log T

˙

“ Y1 ` Y2 ` Y3 ` Y4 `O

ˆ

H

T
log T

˙

,

say. By the mean-value theorem and part (a) of Lemma 5.12, we find that Y1 !
H
T |α| log2 T .

Since wpuq ě 0, we may extend the sum in Y2 to apply part (b) of Lemma 5.12. Therefore,

Y2 !
1
T pH ` |∆| ` 1q log T. We estimate Y3 by further dividing the sum into two parts:

ÿ

0ăγďT
Tăγ1ďT`H

wpγ ´ γ1 ´∆q “
ÿ

T´|∆|´1ďγďT
Tăγ1ďT`H

wpγ ´ γ1 ´∆q `
ÿ

0ăγăT´|∆|´1
Tăγ1ďT`H

wpγ ´ γ1 ´∆q

! pH ` |∆| ` 1q log2 T ` log3 T,

where we used that wpuq ě 0 to extend the first sum and applied parts (b) and (c) of Lemma

5.12, respectively. This yields Y3 !
1
T pH ` |∆| ` 1q log2 T . Y4 can be treated similarly to

Y3, since we may interchange γ and γ1, use that wpuq is even, and replace ∆ with ´∆.

Combining the above estimates, we obtain that

F∆pα, T `Hq “ F∆pα, T q `O

ˆ

p|α| ` 1qpH ` |∆| ` 1q log2 T

T

˙

, (5.3.2)

uniformly for α P R, T ě 4, 0 ă H ď T , and ∆ P R with 0 ď |∆| ď T .

We now use the pointwise estimate (5.3.2) to prove part (a) as follows. It is known that

ż β

0
F pα, T q dα ! 1` β, (5.3.3)

uniformly for β ě 0 and T ě 4 (see [53, Lemma A]). Integrating by parts, for β ě 1 this

implies that
ż 8

β

F pα, T q

α2
dα !

1

β
.

Therefore, by the case ∆ “ 0 of the estimate (5.3.2), we obtain

ż 8

1

F pα, T `Hq

α2
dα “

ż T

1

F pα, T `Hq

α2
dα`O

ˆ

1

T

˙

“

ż T

1

F pα, T q

α2
dα`O

ˆ

pH ` 1q log3 T

T

˙

“

ż 8

1

F pα, T q

α2
dα`O

ˆ

pH ` 1q log3 T

T

˙

.

This proves part (a). Part (b) is similar, using that |∆| ď log2 T and Lemma 5.11 in place
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of (5.3.3).

5.3.2 Unbounded discontinuities

In this section, our goal is to express Ri as a sum over pairs of zeros of ζpsq in order to

apply Montgomery’s pair correlation method to estimate Ri. The arguments of Montgomery

and Goldston consist of localizing the sum to zeros in the interval r0, T s and then extending

the integral in the definition of Ri in (5.2.8) to infinity, up to small errors. However, due to

the unbounded discontinuity of our weight function h at the origin, their arguments do not

apply directly. This leads to difficulties, and we must use a different and delicate approach

to control the error terms in this case. The first part of this approach lies in the introduction

of a sequence of Tn’s for which the following lemmas will hold. The idea of using such a

sequence is classical (for instance, see [41, Ch.17]). Since NpT ` 1q ´NpT q ! log T , by the

pigeonhole principle, for every n P N we can find a sequence tTnu satisfying

n ď T ă n` 1 and |γ ´ Tn| "
1

log n
. (5.3.4)

In this way, we obtain similar results to Goldston on a sequence of points tending to infinity,

despite the unbounded discontinuity of our function h. Now, we define

kpξq :“
1

π2
phpξq2, (5.3.5)

and we consider the following lemma.

Lemma 5.14. Assume RH. Let T P tTnu, where Tn satisfies (5.3.4). Define k as in (5.3.5)

and Ri as in (5.2.8). For 4 ď x ď T and 0 ă ∆ ! T b, with 0 ă b ă 1
2 , we have

paq R1 “
π2

log x

ÿ

0ăγ, γ1ďT

pkrpγ ´ γ1q log xs `O
´?

T log2 T
¯

;

pbq R2 “
2π2

log x

ÿ

0ăγ,γ1ďT

!

pkrpγ ´ γ1q log xs ´ pk
“`

γ ´ γ1 ´∆
˘

log x
‰

)

`O

˜

T

d

log log T

log T

¸

.

Proof of part (a). First note that for γ ‰ t, using an argument of Goldston [53, p. 158], we

find that
ÿ

γ

hrpt´ γq log xs “
ÿ

|t´γ|ď
1

log x

hrpt´ γq log xs `Oplog τq, (5.3.6)

since hpvq ! 1
v2 for |v| ą 1. Here, τ “ |t| ` 2. Similarly, modifying an argument of

Montgomery [81, p. 187], we deduce that for t P r0, T s we have

ÿ

γ
γRr0,T s

hrpt´ γq log xs “
ÿ

γPI

hrpt´ γq log xs `O
´”

1
T´t`1 `

1
t`1

ı

log T
¯

, (5.3.7)
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where I “ tγ : T ă γ ď T ` 1
log xu. We now show that the terms in the sum for which

γ R r0, T s contribute an amount of size opT q to R1. Using (5.3.6) and (5.3.7), we restrict

the interval of zeros within the sum in R1 to γ, γ1 P r0, T s. Then by expanding the integral,

we rewrite R1 as

R1 “
ÿ

0ăγ,γ1ďT

T
ż

1

hrpt´ γq log xshrpt´ γ1q log xs dt

`O

ˆ

T
ż

1

ÿ

γPI

ˇ

ˇhrpt´ γq log xs
ˇ

ˇ

ÿ

|t´γ1|ď
1

log x

ˇ

ˇhrpt´ γ1q log xs
ˇ

ˇ dt

˙

`O

ˆ

T
ż

1

ÿ

γPI

ˇ

ˇhrpt´ γq log xs
ˇ

ˇ log τ dt

˙

`O

ˆ

log T

T
ż

1

”

1
T´t`1 `

1
t`1

ı

log τ dt

˙

`O

ˆ

log T

T
ż

1

”

1
T´t`1 `

1
t`1

ı

ÿ

|t´γ1|ď
1

log x

ˇ

ˇhrpt´ γ1q log xs
ˇ

ˇ dt

˙

,

(5.3.8)

where I “ tγ : T ă γ ď T ` 1
log xu. Integrating the third error term on the right-hand side

of (5.3.8) gives

log T

T
ż

1

”

1
T´t`1 `

1
t`1

ı

log t dt ! log3 T.

Using the facts that h P L1 and |I| ă 1, the second error term on the right-hand side of

(5.3.8) reduces to

T
ż

1

ÿ

γPI

ˇ

ˇhrpt´ γq log xs
ˇ

ˇ log t dt ! log T
ÿ

γPI

8
ż

´8

ˇ

ˇhrpt´ γq log xs
ˇ

ˇ dt !
log2 T

log x
.

Similarly, the fourth error term on the right-hand side of (5.3.8) yields

log T

T
ż

1

”

1
T´t`1 `

1
t`1

ı

ÿ

|t´γ1|ď
1

log x

ˇ

ˇhrpt´ γ1q log xs
ˇ

ˇ dt

“ log T

T
ż

1

1
T´t`1

ÿ

|t´γ1|ď
1

log x

ˇ

ˇhrpt´ γ1q log xs
ˇ

ˇ dt` log T

T
ż

1

1
t`1

ÿ

|t´γ1|ď
1

log x

ˇ

ˇhrpt´ γ1q log xs
ˇ

ˇ dt

“ S1 ` S2.
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We introduce a parameter 1 ă H ă T to split the range of integration for S1, as follows:

S1 “ log T

T´H
ż

1

1

T ´ t` 1

ÿ

|t´γ1|ď
1

log x

ˇ

ˇhrpt´ γ1q log xs
ˇ

ˇ dt` log T

T
ż

T´H

1

T ´ t` 1

ÿ

|t´γ1|ď
1

log x

ˇ

ˇhrpt´ γ1q log xs
ˇ

ˇ dt

“ S11 ` S12.

To estimate S11, we note that T ´ t ` 1 ě H ` 1, extend the sum over γ1 and use that

h P L1. We find that

S11 !
log T

H ` 1

ÿ

0ďγ1ďT

T´H
ż

1

ˇ

ˇhrpt´ γ1q log xs
ˇ

ˇ dt

!
T log2 T

H ` 1
.

For S12, we use that T ´ t` 1 ě 1 and extend the sum slightly to obtain

S12 ! log T
ÿ

pT´H´1qďγ1ďpT`1q

T
ż

T´H

ˇ

ˇhrpt´ γ1q log xs
ˇ

ˇ dt

! H log2 T.

To balance these two error terms, we choose H “
?
T . Therefore, we conclude that

S1 !
?
T log2 T.

We estimate S2 similarly, by splitting the range of integration from 1 to H and from H

to T. We again find that

S2 !
?
T log2 T.

By combining the estimates for S1 and S2, the fourth error term on the right-hand side of

(5.3.8) can be estimated as

log T

T
ż

1

”

1
T´t`1 `

1
t`1

ı

ÿ

|t´γ1|ď
1

log x

ˇ

ˇhrpt´ γ1q log xs
ˇ

ˇ dt !
?
T log2 T. (5.3.9)

For the first error term of (5.3.8), we again split the range of integration and find that

T
ż

1

ÿ

γPI

ˇ

ˇhrpt´ γq log xs
ˇ

ˇ

ÿ

|t´γ1|ď
1

log x

ˇ

ˇhrpt´ γ1q log xs
ˇ

ˇ dt
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“

T´1
ż

1

ÿ

γPI

ˇ

ˇhrpt´ γq log xs
ˇ

ˇ

ÿ

|t´γ1|ď
1

log x

ˇ

ˇhrpt´ γ1q log xs
ˇ

ˇ dt

`

T
ż

T´1

ÿ

γPI

ˇ

ˇhrpt´ γq log xs
ˇ

ˇ

ÿ

|t´γ1|ď
1

log x

ˇ

ˇhrpt´ γ1q log xs
ˇ

ˇ dt

“ Σ1 ` Σ2.

For γ P I and t P r1, T ´ 1s, we know hrpt ´ γq log xs ! 1
pt´γq2 log2 x

. Since h P L1, by an

argument similar to the proof of (5.3.7), we see

Σ1 !

T´1
ż

1

ÿ

γPI

1

pt´ γq2 log2 x

ÿ

|t´γ1|ď
1

log x

ˇ

ˇhrpt´ γ1q log xs
ˇ

ˇ dt

!

T´1
ż

1

„

1

T ´ t` 1
`

1

t` 1



log T
ÿ

|t´γ1|ď
1

log x

ˇ

ˇhrpt´ γ1q log xs
ˇ

ˇ dt

!
?
T log2 T,

where we used (5.3.9) in the last line. Since T P tTnu, we know that |γ ´ T | " 1
log T . Thus

for t P I, we have that T ´ 1 ď t ď T and T ă γ ď T ` 1
log x imply |t ´ γ| " 1

log T . Since

|I| ă 1 and x ě 4, again using that hpuq ! u2 for all u ą 0, we know that

ÿ

γPI

ˇ

ˇhrpt´ γq log xs
ˇ

ˇ !
ÿ

γPI

ˇ

ˇ

ˇ
h
´

log x
log T

¯ˇ

ˇ

ˇ
! log2 T

ÿ

γPI

1 ! log3 T.

Hence, since γ1 is contained in an interval of size less than 1, it follows that

Σ2 ! log3 T

T
ż

T´1

ÿ

|t´γ1|ď
1

log x

ˇ

ˇhrpt´ γ1q log xs
ˇ

ˇ dt

!
log3 T

log x

ÿ

|T´γ1|ď2

8
ż

´8

|hpuq| du

!
log4 T

log x

for all T P tTnu. Hence combining our estimates for Σ1 and Σ2 gives

T
ż

1

ÿ

γPI

ˇ

ˇhrpt´ γq log xs
ˇ

ˇ

ÿ

|t´γ1|ď
1

log x

ˇ

ˇhrpt´ γ1q log xs
ˇ

ˇ dt “ Σ1 ` Σ2 !
?
T log2 T.

Therefore, R1 is confined to γ, γ1 P r0, T s with an added error of Op
?
T log2 T q. Similarly,

120



we may extend the integral range of r1, T s to p´8,8q with the same error. Thus,

R1 “
ÿ

0ăγ,γ1ďT

8
ż

´8

hrpt´ γq log xs hrpt´ γ1q log xsdt`Op
?
T log2 T q.

We now use the properties of hpvq expressed in Lemma 5.8 to simplify our expression

for R1. Since h P L1 and it is even, we can use the substitution u “ pt ´ γ1q log x together

with convolution to find that

R1 “
1

log x

ÿ

0ăγ,γ1ďT

8
ż

´8

hpa´ uq hpuqdu`Op
?
T log2 T q

“
1

log x

ÿ

0ăγ,γ1ďT

h ˚ hpaq `Op
?
T log2 T q,

with a “ pγ´γ1q log x. Since h P L1, we know that convolution is well-defined and zh ˚ h “ ĥ2.

Furthermore, from Lemma 5.8, we know that ph P L2, and therefore kpξq “ 1
π2
phpξq2 P L1.

Thus by Lemma 5.8, (5.3.5), and the properties of Fourier Transform, we have

R1 “
π2

log x

ÿ

0ăγ,γ1ďT

k̂rpγ ´ γ1q log xs `Op
?
T log2 T q,

as claimed.

Proof of part (b). The proof here is similar, but we highlight some important differences.

Recall that

R2 “

T
ż

0

rBpt`∆q ´Bptqs2 dt,

where we defined Bptq in (5.2.7). First, by Lemma 5.13 and part (a) of Lemma 5.16, since

∆ ! T b with b ă 1
2 , we have that

T`∆
ż

1`∆

Bptq2 dt “

T
ż

1

Bptq2 dt`O

˜

T

d

log log T

log T

¸

.

Therefore, we find that

R2 “ 2R1 ´ 2R22 `O

˜

T

d

log log T

log T

¸

,

where

R22 :“

T
ż

0

ÿ

γ, γ1

hrpt`∆´ γq log xshrpt´ γ1q log xs dt. (5.3.10)

As in part (a), we restrict the double sum in (5.3.10) to the interval r0, T s and then extend
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the integral to R, up to an error term opT q. For this purpose, note that

ÿ

γ
γRr0,T s

hrpt`∆´ γq log xs “
ÿ

γPI∆

hrpt`∆´ γq log xs `O
´”

1
T´t`1 `

1
t`1

ı

log T
¯

,

where I∆ “ tγ : T ă γ ď T `∆` 1
log xu. Note that |I∆| ! p∆` 1q log T . By computations

similar to those of part (a), we find that

R22 “
ÿ

0ăγ,γ1ďT

T
ż

1

hrpt`∆´ γq log xshrpt´ γ1q log xs dt`O

ˆ

p∆` 1q log2 T

log x

˙

`O

ˆ

?
T log2 T

˙

`O

¨

˚

˚

˝

T
ż

1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

γPI∆

hrpt`∆´ γq log xs
ÿ

|t´γ1|ď
1

log x

hrpt´ γ1q log xs

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

dt

˛

‹

‹

‚

. (5.3.11)

The next step is different from the steps in the proof of part (a). To bound the last error

term in (5.3.11), we will use the Cauchy-Schwarz inequality:

T
ż

1

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

γPI∆

hrpt`∆´ γq log xs
ÿ

|t´γ1|ď
1

log x

hrpt´ γ1q log xs

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

dt

ď

›

›

›

›

›

ÿ

γPI∆

hrpt`∆´ γq log xs

›

›

›

›

›

2

¨

›

›

›

›

›

ÿ

|t´γ1|ď
1

log x

hrpt´ γ1q log xs

›

›

›

›

›

2

“ J1 ¨ J2. (5.3.12)

To estimate J1, we expand the integral, apply Cauchy-Schwarz once more, and use that

h P L2 and |I∆| ! p∆` 1q log T . This gives

J2
1 “

ÿ

γ, γ1PI∆

T
ż

0

hrpt`∆´ γq log xshppt`∆´ γ1q log xq dt

!
p∆` 1q2 log2 T

log x
. (5.3.13)

To estimate J2, we use (5.3.6) to extend the sum over zeros to the interval r0, T`1s, together

with the bound NpT ` 1q ! T log T and the fact that h P L1. This yields

J2
2 “

ÿ

0ăγ, γ1ďT`1

ż T

1
hrpt´ γq log xshrpt´ γ1q log xs dt`O

`

T log2 T
˘

“ R1 `OpT log2 T q

! T log2 T, (5.3.14)
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where we used part (a) and part (a) of Lemma 5.16. Combining (5.3.11), (5.3.12), (5.3.13),

and (5.3.14), we obtain

R22 “
ÿ

0ăγ,γ1ďT

T
ż

1

hrpt`∆´ γq log xshrpt´ γ1q log xs dt`O

ˆ

p∆` 1q
?
T log2 T

˙

.

Similarly, the integral above may be extended to R up to the same error term. The rest of

the proof is analogous to part (a).

5.3.3 A modified pair correlation approach

The next step is to introduce the weight function wpuq, from (1.3.5), to write R1 and

R2 in Lemma 5.14 in terms of Montgomery’s function F pαq and Chan’s function F∆pαq.

Lemma 5.15. Let T P tTnu, where Tn satisfies (5.3.4). Define k as in (5.3.5), and assume

RH. For 4 ď x ď T , and 0 ă ∆ ď T , we have error terms

paq R1 “
π2

log x

ÿ

0ăγ, γ1ďT

pkrpγ ´ γ1q log xswpγ ´ γ1q `O

ˆ

T log2 T

log3 x

˙

.

pbq R2 “
2π2

log x

ÿ

0ăγ,γ1ďT

!

pkrpγ ´ γ1q log xswpγ ´ γ1q ´ pk
“`

γ ´ γ1 ´∆
˘

log x
‰

w
`

γ ´ γ1 ´∆
˘

)

`O

ˆ

T log2 T

log3 x

˙

.

Proof. The proofs of the expressions in parts (a) and (b) are proved using similar methods,

but the proof of part (b) is more involved. For this reason, we only work out part (b).

Recall that k is the function defined in (5.3.5). We have that pkpyq ! minp1, 1
y2 q. From this

estimate we introduce the weight function wpuq, defined in (1.3.5), into the sum over zeros

ÿ

0ăγ,γ1ďT

pkrpγ ´ γ1q log xs

using the following argument. We consider the difference

D :“ pk
”´

γ ´ γ1 ´∆
¯

log x
ı

´ pk
”´

γ ´ γ1 ´∆
¯

log x
ı

w
´

γ ´ γ1 ´∆
¯

.

Using the facts that NpT q ! T log T , there are Oplog tq zeros in any given interval rt, t` 1s,

and that ∆ ď T , we have

D !
1

log2 x

ÿ

0ăγ1ďT

ÿ

γ

1

4` pγ ´ γ1 ´∆q2

!
1

log2 x

ÿ

0ăγ1ďT

log
`

γ1 `∆
˘

!
T log2 T

log2 x
.
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Therefore,

ÿ

0ăγ,γ1ďT

pk
”

`

γ´γ1´∆
˘

log x
ı

“
ÿ

0ăγ,γ1ďT

k̂
“`

γ ´ γ1 ´∆
˘

log x
‰

w
´

γ´γ1´∆
¯

`O

ˆ

T log2 T

log2 x

˙

.

Similarly, we may introduce the weight wpuq into the the other terms in the representations

of R1 and R2 in Lemma 5.14 to complete the proof.

Using Lemma 5.15 and the properties of F pαq and F∆pαq, we take x “ T β and proceed to

estimate Ri.

Lemma 5.16 (Estimates of Ri). Assume RH. Let T P tTnu, where Tn satisfies (5.3.4). Fix

0 ă β ď 1, let g be defined in (5.2.2), and define Ri as in (5.2.8). For T ě 4, x “ T β, and

0 ă ∆ “ oplog2 T q, we have

paq R1 “
T

2

$

&

%

8
ż

1

F pαq

α2
dα`

1
ż

0

v g2pvq dv `
gp0q2

2β2
´ log β

,

.

-

` opT q.

pbq R2 “ T

$

&

%

1
ż

0

v g2 pvq r1´ wp∆q cosp∆vβ log T qs dv ´ logpβq

´ wp∆q

∆ log T
ż

∆β log T

cospuq

u
du`

1

2

8
ż

1

2F pαq ´ F∆pαq ´ F´∆pαq

α2
dα

,

/

.

/

-

` opT q,

where the error term on part (a) is of size O
´

T
b

log log T
log T

¯

, and the error term on part (b)

is of size O
´

T?
log T

¯

`O
´

∆
log2 T

¯

.

Proof. Let T P tTnu, fix 0 ă β ď 1, and choose x “ T β for T ě 4.

Part (a). Recall the definition of the function F pαq and wpuq in (1.3.5). Then using the

definition of Fourier transform, we manipulate the sum over zeros in the representation

formula for R1 in Lemma 5.15 to yield

ÿ

0ăγ, γ1ďT

pkrpγ ´ γ1q log xswpγ ´ γ1q “

8
ż

´8

kpuq
ÿ

0ăγ,γ1ďT

e´2πiupγ´γ1q log xwpγ ´ γ1q du

“
T log T

p2πq2β

8
ż

´8

k
´ α

2πβ

¯

F pαq dα. (5.3.15)

Then, inputting (5.3.15) into part (a) of Lemma 5.15 gives

R1 “
π2

log x

ÿ

0ăγ, γ1ďT

pkrpγ ´ γ1q log xswpγ ´ γ1q `O
´ T

log T

¯
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“
T

p2βq2

8
ż

´8

k
´ α

2πβ

¯

F pαq dα`O
´ T

log T

¯

. (5.3.16)

Recall from (5.3.5) that kpuq is piecewise defined with a transition at u “ 1
2π . Thus, we use

(5.1.8) and the fact that F pαq and kpuq are both even and non-negative functions to rewrite

the above integral over k and F as

8
ż

´8

k
´ α

2πβ

¯

F pαq dα “ 2

β
ż

0

k
´ α

2πβ

¯

“

α` op1q ` T´2α log T p1` op1qq
‰

dα

` 2

1
ż

β

ˆ

β

α

˙2
“

α` op1q ` T´2α log T p1` op1qq
‰

dα` 2

8
ż

1

ˆ

β

α

˙2

F pαq dα.

(5.3.17)

For the second integral on the right-hand side in (5.3.17), because β is fixed, we know that

2

1
ż

β

ˆ

β

α

˙2
“

α` op1q ` T´2α log T p1` op1qq
‰

dα “ ´2β2 log β ` op1q. (5.3.18)

To compute the first integral on the right-hand side of (5.3.17), we use the facts that

k
´

α
2πβ

¯

“ g2
´

α
β

¯

for 0 ď α ď β, that 0 ă β ď 1 is fixed, and that k is smooth near the

origin and uniformly bounded. By technical yet straightforward manipulations, we find that

2

β
ż

0

k
´ α

2πβ

¯

“

α` op1q ` T´2α log T p1` op1qq
‰

dα “ 2β2

1
ż

0

v g2pvq dv ` g2p0q ` op1q. (5.3.19)

Combining the estimates (5.3.18) and (5.3.19) yields

8
ż

´8

k
´ α

2πβ

¯

F pαq dα “ 2β2

1
ż

0

v g2pvq dv´2β2 log β`g2p0q`2β2

8
ż

1

F pαq

α2
dα`op1q. (5.3.20)

Inputting (5.3.20) into the representation for R1 in (5.3.16) concludes the proof of part (a).

Part (b). We consider the definition of the function F∆pαq in (5.1.4). Then using the

definition of Fourier transform, we manipulate the sum over zeros in the representation

formula for R2 in Lemma 5.15 to yield

ÿ

0ăγ,γ1ďT

k̂
``

γ ´ γ1 ´∆
˘

log x
˘

w
´

γ ´ γ1 ´∆
¯
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“

8
ż

´8

kpuq
ÿ

0ăγ,γ1ďT

T´2πβiupγ´γ1´∆qwpγ ´ γ1 ´∆q du

“
T log T

p2πq2β

8
ż

´8

k
´ α

2πβ

¯

F∆pαq dα. (5.3.21)

Then, inputting (5.3.15) and (5.3.21) into part (b) of Lemma 5.15 gives

R2 “
T

2β2

$

&

%

8
ż

´8

k
´ α

2πβ

¯

F pαq dα´

8
ż

´8

k
´ α

2πβ

¯

F∆pαq dα

,

.

-

`O

ˆ

T

log T

˙

.

By splitting the second integral above using the symmetry relations for F∆ in (5.1.9), we

have

´
T

2β2

8
ż

´8

k
´ α

2πβ

¯

F∆pαq dα “ ´
T

2β2

8
ż

0

k
´ α

2πβ

¯

rF∆pαq ` F´∆pαqs dα.

Next, we divide the integral over the intervals p0, βq, pβ, 1q, and p1, 8q, and apply (5.1.10).

Consequently, since kpuq is even, kp0q “ g2p0q, and T iα∆ ` T´iα∆ “ 2 cosp∆α log T q, we

obtain

´
T

2β2

β
ż

0

k
´ α

2πβ

¯

rF∆pαq`F´∆pαqsdα “´
Tg2p0q

2β2
´Twp∆q

1
ż

0

v gpvq2 cosp∆vβ log T q dv ` opT q,

and

´
T

2β2

1
ż

β

k
´ α

2πβ

¯

rF∆pαq ` F´∆pαqs dα “ ´Twp∆q

∆ log T
ż

∆β log T

cosu

u
du` opT q.

By combining the above integrals, we have that

´
T

2β2

8
ż

´8

k
´ α

2πβ

¯

F∆pαq dα “ ´T

$

&

%

g2p0q

2β2
` wp∆q

1
ż

0

v gpvq2 cosp∆vβ log T q dv

`wp∆q

∆ log T
ż

∆β log T

cosu

u
du`

1

2

8
ż

1

F∆pαq ` F´∆pαq

α2
dα

,

/

.

/

-

`opT q.

(5.3.22)
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From the proof of part (a) (see (5.3.20)), we know that

T

2β2

8
ż

´8

k
´ α

2πβ

¯

F pαq dα “ T

»

–

1
ż

0

v g2 pvq dv ´ log β `
g2p0q

2β2
`

8
ż

1

F pαq

α2
dα

fi

fl` opT q.

(5.3.23)

By adding (5.3.22) and (5.3.23) together, our asymptotic formula for R2 reduces to

R2 “T

»

–

1
ż

0

v g2 pvq p1´ wp∆q cosp∆vβ log T qq dv ´ log β

´ wp∆q

∆ log T
ż

∆β log T

cosu

u
du`

1

2

8
ż

1

2F pαq ´ F∆pαq ´ F´∆pαq

α2
dα

fi

ffi

fl

` opT q,

which completes the proof.

5.4 Contributions from the primes

In this section, we estimate the expressions Gi ` Hi. First, we obtain intermediate

expressions for Gi and Hi separately.

5.4.1 Expressions for Gi and Hi

We begin with a useful Lemma that helps estimate the second moment of some trigono-

metric polynomials.

Lemma 5.17. Let T ą 0, and let tanuně1 and thnuně1 be sequences of real numbers such

that
ř8
n“1pn|an|

2 ` |an|q ă 8. Denote

C :“
ÿ

ně2

|an|
ÿ

mě2

|am|

logm
`

8
ÿ

n“1

n|an|
2.

Then,

(a)

T
ż

0

ˇ

ˇ

ˇ

ˇ

ˇ

8
ÿ

n“1

an cospt log nq

ˇ

ˇ

ˇ

ˇ

ˇ

2

dt “ T a2
1 `

T

2

ÿ

ně2

a2
n `OpCq

(b)

T
ż

0

ˇ

ˇ

ˇ

ˇ

ˇ

8
ÿ

n“1

an sinpt log nq

ˇ

ˇ

ˇ

ˇ

ˇ

2

dt “
T

2

ÿ

ně2

a2
n `OpCq

(c)

T
ż

0

ˇ

ˇ

ˇ

ˇ

ˇ

8
ÿ

n“1

an r cosppt` hnq log nq´cospt log nqs

ˇ

ˇ

ˇ

ˇ

ˇ

2

dt “ T
ÿ

ně2

a2
n r1´cosphn log nqs `OpCq

127



(d)

T
ż

0

ˇ

ˇ

ˇ

ˇ

ˇ

8
ÿ

n“1

an r sinppt` hnq log nq´sinpt log nqs

ˇ

ˇ

ˇ

ˇ

ˇ

2

dt “ T
ÿ

ně2

a2
n r1´cosphn log nqs `OpCq .

The implied constants are universal.

Proof. A classical result of Montgomery and Vaughan [83, Corollary 3] states that, for

complex numbers pbnqně1, we have

T
ż

0

ˇ

ˇ

ˇ

ˇ

ˇ

8
ÿ

n“1

bn n
´it

ˇ

ˇ

ˇ

ˇ

ˇ

2

dt “
8
ÿ

n“1

|bn|
2
`

T `Opnq
˘

. (5.4.1)

For part (a), let z :“
ř8
n“1 an n

´it, and note that Re z “
ř8
n“1 an cospt log nq. Consider the

identity

pRe zq2 “
|z|2 ` Re pz2q

2
. (5.4.2)

By (5.4.1), we have
T
ż

0

|z|2

2
dt “

1

2

ÿ

ně1

a2
n

`

T `Opnq
˘

. (5.4.3)

We write z “ a1 `
ř8
n“2 an n

´it and use that, for n ě 2, we have
ş

n´it dt “ in´it{ log n.

This yields

T
ż

0

z2

2
dt “

a2
1

2
T `O

˜

|a1|
ÿ

ně2

|an|

log n

¸

`O

˜

ÿ

n,mě2

|anam|

logpmnq

¸

“
a2

1

2
T `O

˜

C `
8
ÿ

n“1

n|an|
2

¸

. (5.4.4)

Here, we used the Cauchy-Schwarz inequality to obtain

|a1|
ÿ

ně2

|an|

log n
ď |a1|

d

ÿ

ně2

1

n log2 n
¨

d

ÿ

ně2

n|an|2 !
8
ÿ

n“1

n|an|
2.

Combining (5.4.2),(5.4.3), and (5.4.4), we obtain part (a). Part (b) is analogous, using the

identity

pIm zq2 “
|z|2 ´ Re pz2q

2

in place of (5.4.2). Note that, since sin 0 “ 0, part (a) has an extra contribution from the

term a1 that is not present in part (b). For parts (c) and (d), we use the identities

cosppt` hnq log nq ´ cospt log nq “ Re rn´itpn´ihn ´ 1qs,

sinppt` hnq log nq ´ sinpt log nq “ ´Im rn´itpn´ihn ´ 1qs
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and

|n´ihn ´ 1|2 “ 2p1´ cosphn log nqq.

Then, we apply the same argument above with z “
ř8
n“1 anpn

´ihn ´ 1qn´it, using Mont-

gomery and Vaughan’s result (5.4.1) with bn “ anpn
´ihn ´ 1q.

Using the previous lemma, we obtain the following expressions for Gi.

Lemma 5.18 (Gi). Let ∆ ą 0 and 4 ď x ď T . Let G1 and G2 be defined in (5.2.8). Then,

(a) G1 “ ´
T

2

ÿ

nďx

Λpnq2

n log2 n
f2

ˆ

log n

log x

˙

`O

ˆ

x

log x

˙

(b) G2 “ ´T
ÿ

nďx

Λpnq2

n log2 n
f2

ˆ

log n

log x

˙

r1´ cos p∆ log nqs `O

ˆ

x

log x

˙

.

Next, with the goal of studying H1 and H2, we use some estimates of Goldston, together

with some trigonometric identities, to obtain expressions for the real and imaginary parts

of integrals involving log ζp1{2 ` itq times trigonometric functions. Some of these results

appear previously in [53] (part (b)) and implicitly in [46] (part (d)). We collect them all in

the following lemma, for the reader’s convenience.

Lemma 5.19. Assume RH. Let T ą 1, let h P R, and let n ě 2 be an integer. Denote

E “ Epn, T q :“ n1{2 log log 3n`
n1{2 log T

log n
.

Then, the following estimates hold:

(a)

T
ż

1

log |ζp1
2 ` itq| cospt log nq dt “

T

2

Λpnq

n1{2 log n
`OpEq

(b)

T
ż

1

πSptq sinpt log nq dt “ ´
T

2

Λpnq

n1{2 log n
`OpEq

(c)

T
ż

1

log |ζp1
2 ` itq| rcosppt` hq log nq ` cosppt´ hq log nq ´ 2 cospt log nqs dt

“ ´T
Λpnqr1´ cosph log nqs

n1{2 log n
`OpEq

(d)

T
ż

1

πSptq rsinppt` hq log nq ` sinppt´ hq log nq ´ 2 sinpt log nqs dt

“ T
Λpnqr1´ cosph log nqs

n1{2 log n
`OpEq
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Proof. Assuming RH, Goldston [53, p. 169], improving upon a contour argument of Titch-

marsh [101], showed that

T
ż

0

log ζp1
2 ` itqn

it dt “
T Λpnq

n1{2 log n
`Opn1{2 log log 3nq `O

˜

n1{2 log T

log n

¸

(5.4.5)

and
T
ż

0

log ζp1
2 ` itqn

´it dt ! log T. (5.4.6)

Adding (5.4.5) and (5.4.6) and taking real parts yields part (a). Part (b) is [53, Equation

(6.3)]. Parts (c) and (d) follow from parts (a) and (b) after applying the trigonometric

identities

cosppt` hq log nq ` cosppt´ hq log nq ´ 2 cospt log nq “ ´2 cospt log nqr1´ cosph log nqs,

and

sinppt` hq log nq ` sinppt´ hq log nq ´ 2 sinpt log nq “ ´2 sinpt log nqr1´ cosph log nqs.

This completes the proof of the lemma.

We now obtain expressions for Hi from the above. As mentioned in the introduction,

in the next lemma we will use Theorem 5.1 to control some of the error terms in part (b),

which is the part of the lemma that is relevant to Theorem 5.3.

Lemma 5.20 (Hi). Assume RH. Let 0 ă ∆ ď T b with 0 ă b ă 1, and 4 ď x ď T . Let H1

and H2 be defined in (5.2.8). Then,

(a) H1 “ T
ÿ

nďx

Λpnq2

n log2 n
f

ˆ

log n

log x

˙

`O

ˆ

x log log x log T

log2 x

˙

(b) H2 “ 2T
ÿ

nďx

Λpnq2

n log2 n
f

ˆ

log n

log x

˙

r1´ cos p∆ log nqs `O

ˆ

x log log x log T

log2 x

˙

`O

ˆ

T
?

log x

˙

.

Proof. Part (a) follows from part (a) of Lemma 5.19 and the definition of H1. For part (b),

we rearrange the terms and use a change of variables to find that

H2 “´ 2

T
ż

1

log |ζp1
2 ` itq| rApt`∆q `Apt´∆q ´ 2Aptqs dt

`O

¨

˝

1`∆
ż

1

| log |ζp1
2 ` itq|| |Aptq ´Apt´∆q| dt

˛

‚

130



`O

¨

˝

T`∆
ż

T

| log |ζp1
2 ` itq|| |Aptq ´Apt´∆q| dt

˛

‚.

By Theorem 5.1, with 0 ă ∆ ď T b, we have

T`∆
ż

T

log2 |ζp1
2 ` itq| dt “ opT q. (5.4.7)

Note that we used Lemma 5.13 to show that the contribution from the constant a in Theorem

5.1 is opT q over the interval rT, T ` ∆s. By Montgomery and Vaughan’s result in (5.4.1),

we also have

T`∆
ż

T

|Aptq ´Apt´∆q|2 dt !
ÿ

nďx

Λ2pnq

n log2 n

`

∆` n
˘

! ∆ log log x`
x

log x
. (5.4.8)

We use the Cauchy-Schwarz inequality, (5.4.7), and (5.4.8) to obtain

T`∆
ż

T

| log |ζp1
2 ` itq|| |Aptq ´Apt´∆q| dt !

a

∆T log log x`

d

Tx

log x
!

T
?

log x
,

since we have 4 ď x ď T and 0 ă ∆ ď T b. The first error term may be treated similarly.

This yields

H2 “ ´2

T
ż

1

log |ζp1
2 ` itq| rApt`∆q `Apt´∆q ´ 2Aptqs dt`O

ˆ

T
?

log x

˙

.

The conclusion now follows from part (c) of Lemma 5.19 and the definition of Aptq in

(5.2.7).

5.4.2 Estimating Gi `Hi

Starting from the previous results, we proceed to estimate Gi `Hi asymptotically, tak-

ing advantage of some cancellations between their sums via the function g (introduced in

(5.2.2)). In this section, we will diverge from the strategies of previous work of Fujii to

obtain more precise input from the primes, which is necessary for Theorem 5.3.

Lemma 5.21 (Asymptotic estimate of Hi `Gi). Assume RH. Let T ě 4, and let 0 ă ∆ “

oplog2 T q. Fix 0 ă β ď 1, and choose x “ T β. Define the function cpvq as in (5.1.7). Then,

as T Ñ8, we have

(a) H1 `G1 “
T

2

$

&

%

log log T ` γ0 `

8
ÿ

m“2

ÿ

pě2

1

pm

ˆ

1

m2
´

1

m

˙

` log β ´

1
ż

0

α gpαq2 dα

,

.

-
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`O

ˆ

T log log T

log T

˙

(b) H2 `G2 “ T

$

&

%

∆β log T
ż

0

1´ cosu

u
du` cp∆q ´

1
ż

0

α r1´ cosp∆β log Tαqsg2pαq dα

,

.

-

`opT q,

where the error term opT q in part (b) is actually

O

ˆ

T
?

log T

˙

`O

ˆ

T∆

log2 T

˙

.

Proof. We split the proof in the following subsections.

Part (a)

We add Lemma 5.18 and Lemma 5.20 and use that, by Lemma 5.8, u2gpuq2 “ p1´fpuqq2.

This yields

G1 `H1 “
T

2

ÿ

nďx

Λ2pnq

n log2 n
´

T

2 log2 x

ÿ

nďx

Λ2pnq

n
g2

ˆ

log n

log x

˙

`O

ˆ

T log log T

log T

˙

. (5.4.9)

For the first term, we separate the primes from the prime powers and use Merten’s Theorem,

which states
ÿ

pďx

1

p
“ log log x` γ0 ´

8
ÿ

m“2

ÿ

pě2

1

mpm
`O

ˆ

1

log x

˙

.

Therefore, we see that

ÿ

nďx

Λ2pnq

n log2 n
“ log log x` γ0 `

8
ÿ

m“2

ÿ

pě2

1

pm

ˆ

1

m2
´

1

m

˙

`O

ˆ

1

log x

˙

. (5.4.10)

For the second term, unconditionally, note that the prime number theorem with error term

implies that

P pyq :“
ÿ

nďy

Λpnq2

n
“

log2 y

2
`Op1q.

Then, using summation by parts and integration by parts, we obtain

ÿ

nďx

Λ2pnq

n
g2

ˆ

log n

log x

˙

“ log2 x

1
ż

0

α g2pαq dα`Oplog xq . (5.4.11)

By inserting (5.4.10) and (5.4.11) into (5.4.9), we obtain part (a).
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Part (b): Summing by parts

Similarly, we have

G2 `H2 “T
ÿ

nďx

Λ2pnq

n log2 n
r1´ cosp∆ log nqs

´
T

log2 x

ÿ

nďx

Λ2pnq

n
g2

ˆ

log n

log x

˙

r1´ cosp∆ log nqs `O

ˆ

T log log T

log T

˙

. (5.4.12)

Using summation by parts, integration by parts, and the prime number theorem with error

term, we obtain

ÿ

nďx

Λ2pnq

n
g2

ˆ

log n

log x

˙

r1´ cosp∆ log nqs “
ÿ

nďx

Λpnq log n

n
g2

ˆ

log n

log x

˙

r1´ cosp∆ log nqs`Op1q

“ log2 x

1
ż

0

α r1´ cosp∆β log Tαqs g2pαq dα`Op∆`1q .

(5.4.13)

To estimate the first term on the right-hand side of (5.4.12), consider the quantity

Mpyq :“
ÿ

nďy

Λ2pnq “ y log y ´ y ` Epyq,

so that dMpyq “ log y dy ` dEpyq and Epyq “ ON

´

y

logN y

¯

is defined in (5.1.6). For this,

we let 1 ă ` ă 2 be a parameter. We anticipate that we will eventually take `Ñ 1`. Then,

the sum in the first term of (5.4.12) is

ÿ

nďx

Λ2pnq

n log2 n
r1´ cosp∆ log nqs “

x`
ż

`

1´ cosp∆ log yq

y log2 y
dMpyq

“

x`
ż

`

1´ cosp∆ log yq

y log y
dy `

x`
ż

`

1´ cosp∆ log yq

y log2 y
dEpyq.

We use the change of variables u “ ∆ log y in the first integral. For the second integral, we

integrate by parts and use that Ep`q “ `´ ` log ` to find that

T
ÿ

nďx

Λ2pnq

n log2 n
r1´ cosp∆ log nqs

“ T

# ∆ log x
ż

∆ log `

1´ cosu

u
du` p1´ cosp∆ log `qq

ˆ

log `´ 1

log2 `

˙

`

8
ż

`

Epyq

y2 log3 y
r´∆ log y sinp∆ log yq ` p1´ cosp∆ log yqqplog y ` 2qsdy

+
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`O

ˆ

p∆` 1qT

logN`1 x

˙

. (5.4.14)

Here, we used that Epyq !N
y

logN y
(for any N ą 0) to extend the last integral to infinity,

up to an error term. Now, we let `Ñ 1`. Note that

lim
`Ñ1
p1´ cosp∆ log `qq

ˆ

log `´ 1

log2 `

˙

“ ´
∆2

2
.

Additionally, since Epyq “ y´ y log y for all 1 ď y ă 2, the second integrand above satisfies,

in this range,

Epyq

y2 log3 y
r´∆ log y sinp∆ log yq ` p1´ cosp∆ log yqqplog y ` 2qs “

∆2

2
`O

`

∆2py ´ 1q
˘

.

This shows that the second integral is absolutely convergent on p1,8q. Therefore, recalling

that x “ T β and ∆ ! log2 T , we may let `Ñ 1` in (5.4.14) to find that

T
ÿ

nďx

Λ2pnq

n log2 n
r1´ cosp∆ log nqs “ T

$

&

%

∆β log T
ż

0

1´ cosu

u
du` cp∆q

,

.

-

`O

ˆ

T

log T

˙

,

(5.4.15)

where cpvq is defined in (5.1.7). By combining (5.4.12), (5.4.13), and (5.4.15), we complete

the proof of Lemma 5.21. We remark that the restriction ∆ “ oplog2 T q comes from the

sum over primes in equation (5.4.13).

5.5 Proofs of main theorems

We now explain how Theorems 5.1, 5.2, 5.3 and 5.4 follow from the combination of our

previous lemmas.

5.5.1 Proof of Theorem 5.1

For all T P tTnu, the proof of Theorem 5.1 follows from inputting part (a) of Lemmas

5.21 and 5.16 into the representation formula for log |ζp1
2 ` itq|, which we proved in part (a)

of Lemma 5.10. Some of the integrals in these results are over the interval r1, T s, but these

can easily be extended to r0, T s since

1
ż

0

log2 |ζp1
2 ` itq|dt ! 1.

In particular, Theorem 5.1 holds for all T P tTnu such that T ě 4. We now extend this

result to hold for all T ě 4.
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Assume Tn ď T ď Tn`1. Since the integrand in Theorem 5.1 is positive, we know that

Tn
ż

0

log2
ˇ

ˇζ
`

1
2 ` it

˘ˇ

ˇ dt ď

T
ż

0

log2
ˇ

ˇζ
`

1
2 ` it

˘ˇ

ˇ dt ď

Tn`1
ż

0

log2
ˇ

ˇζ
`

1
2 ` it

˘ˇ

ˇ dt

Moreover, because both Tn and Tn`1 are at most 1 away from T and Theorem 5.1 holds for

Tn and Tn`1, by part (a) of Lemma 5.13, it follows that

T
ż

0

log2
ˇ

ˇζ
`

1
2 ` it

˘ˇ

ˇ dt “
T

2
log log T ` aT ` opT q,

which completes the proof of Theorem 5.1 for all T ě 4.

5.5.2 Proof of Theorems 5.3 and 5.4

For the proof of Theorem 5.3, when we input part (b) of Lemmas 5.21 and 5.16 into

part (b) of Lemma 5.10, we get

T
ż

1

“

log
ˇ

ˇζ
`

1
2 ` it` i∆

˘ˇ

ˇ´ log
ˇ

ˇζp1
2 ` itq

ˇ

ˇ

‰2
dt

“ T

$

’

&

’

%

∆β log T
ż

0

1´ cosu

u
du´ wp∆q

∆ log T
ż

∆β log T

cosu

u
du´ log β

`

1
ż

0

v g2 pvq cosp∆vβ log T q p1´ wp∆qq dv

` cp∆q `
1

2

8
ż

1

2F pαq ´ F∆pαq ´ F´∆pαq

α2
dα

,

.

-

` opT q. (5.5.1)

Because our results hold independently of our choice of β, there should be no β dependence

in our final result. First, note that, by analyzing separately the cases ∆ ! 1 and ∆ " 1 and

using the definition of wpuq, we have

|1´ wp∆q|

∆ log T
!

1

log T
,

uniformly for ∆ ą 0. We use this fact and combine the first three terms on the right-hand

side of (5.5.1) to yield

∆β log T
ż

0

1´ cosu

u
du´ wp∆q

∆ log T
ż

∆β log T

cosu

u
du´ log β
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“

∆ log T
ż

0

1´ cosu

u
du´ pwp∆q ´ 1q

∆ log T
ż

∆β log T

cosu

u
du

“

1
ż

0

1´ cosp∆α log T q

α
dα`O

ˆ

1

log T

˙

,

where we used integration by parts in the last line. Next we consider the integral involving

g2pvq on the right-hand side of (5.5.1). Using integration by parts, we similarly see that

1
ż

0

v g2 pvq cosp∆vβ log T q p1´ wp∆qq dv !
1

log T
.

Combining these simplified expressions together gives

T
ż

1

“

log
ˇ

ˇζ
`

1
2 ` it` i∆

˘ˇ

ˇ´ log
ˇ

ˇζ
`

1
2 ` it

˘ˇ

ˇ

‰2
dt

“ T

$

&

%

1
ż

0

1´ cosp∆α log T q

α
dα`

1

2

8
ż

1

2F pαq ´ F∆pαq ´ F´∆pαq

α2
dα

,

.

-

` T cp∆q ` opT q.

We then extend the range of integration to r0, T s since, by Theorem 5.1 and the Cauchy-

Schwarz inequality, we have

1
ż

0

“

log
ˇ

ˇζ
`

1
2 ` it` i∆

˘ˇ

ˇ´ log
ˇ

ˇζ
`

1
2 ` it

˘ˇ

ˇ

‰2
dt ! p1`∆q log logp3`∆q.

This completes the proof of Theorem 5.3 for T P tTnu. Since the integrand is non-negative,

this result can be extended to all T ě 4 using the same argument as in the proof of Theorem

5.1 along with part (b) of Lemma 5.13. Finally, to prove Theorem 5.4, recall that (5.4.15)

implies that

T
ÿ

nďT

Λpnq2

n log2 n
r1´ cosp∆ log nqs “ T

$

&

%

1
ż

0

1´ cos ∆u log T

u
du` cp∆q

,

.

-

`O

ˆ

T

log T

˙

,

where cpvq is defined in (5.1.7). Therefore, Theorem 5.4 is equivalent to Theorem 5.3.

5.5.3 Proof of Theorem 5.2

To prove Theorem 5.2, we need to express the sum over primes in terms of the logarithmic

derivative of ζpsq near s “ 1.
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Lemma 5.22. Assume RH. Let x ě 2 and u P iR with 0 ă |u| ď
?
x. Then,

´
ζ 1

ζ
p1` uq “

ÿ

nďx

Λpnq

n1`u
`
x´u

u
`O

ˆ

log2 x
?
x

˙

,

where the implied constant is universal.

Proof. This can be established using classical arguments in a similar manner to the proof

of the Prime Number Theorem (assuming RH), e.g. [84, Chapter 13].

Clearly,

ÿ

nďT

Λpnq2

n log2 n
p1´ cosp∆ log nqq “ rC p∆q `

ÿ

nďT

Λpnq

n log n
p1´ cosp∆ log nqq `O

ˆ

1

T

˙

,

(5.5.2)

where rCpvq is defined in (5.1.5). Also, note that

1´ cosp∆ log nq

log n
“ ´

1

2

i∆
ż

0

nu ´ n´u du.

Therefore, Lemma 5.22 yields

ÿ

nďT

Λpnq

n log n
p1´ cosp∆ log nqq “ ´

i∆
ż

0

ÿ

nďT

Λpnq

n1´u
´

ÿ

nďT

Λpnq

n1`u
du

“

i∆
ż

0

ζ 1

ζ
p1´ uq ´

ζ 1

ζ
p1` uq ´

T´u ` T u

u
du`O

ˆ

∆ log2 T
?
T

˙

.

(5.5.3)

Theorem 5.2 now follows from Theorem 5.4, (5.5.2), (5.5.3) and a change of variables.

5.6 Transition between ranges

In this section, we prove Corollary 5.7 in both ranges. We begin by showing how Theorem

5.3 reduces to Fujii’s theorem when ∆ “ op1q.

Proposition 5.23. Assume RH. Let T ě 4 and ∆ “ Op1q. Then

1

2

8
ż

1

2F pαq ´ F∆pαq ´ F´∆pαq

α2
dα “

8
ż

1

F pαq r1´ cosp∆α log T qs

α2
dα`Op∆q ,

as T Ñ8.
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Proof. Consider the identity

2F pαq´F∆pαq ´ F´∆pαq

“
8π2

T log T

8
ż

´8

e´4π|u| r1´ cosp∆α log T ` 2π∆uqs

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

0ăγďT

T iαγe2πiuγ

ˇ

ˇ

ˇ

ˇ

ˇ

2

du

ě 0.

(5.6.1)

By the mean value theorem, cosp∆α log T ` 2π∆uq “ cosp∆α log T q ` Op∆|u|q. We also

have the identity

F pαq “
4π2

T log T

8
ż

´8

e´4π|u|

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

0ăγďT

T iαγe2πiuγ

ˇ

ˇ

ˇ

ˇ

ˇ

2

du ě 0.

Therefore, we obtain

2F pαq ´ F∆pαq ´ F´∆pαq “F pαq r1´ cosp∆α log T qs

`O

¨

˝∆

8
ż

´8

e´4π|u||u|

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

0ăγďT

T iαγe2πiuγ

ˇ

ˇ

ˇ

ˇ

ˇ

2

du

˛

‚.

The rest of the proof consists of controlling this last error term. This requires a technical

but straightforward modification of Montgomery’s arguments and definitions in [81], which

we define and prove in Appendix B. In particular, we define rFσ0pαq in (7.0.10), which is a

modification of F pαq by using a slightly different weight. Using the estimate |u| ! e4π|u|ε

for ε ą 0 and the identity (7.0.11) for rFσ0pαq, we find that

2F pαq ´ F∆pαq ´ F´∆pαq “ F pαq r1´ cosp∆α log T qs `O
´

∆ rFσ0pαq
¯

,

where σ0 “ 1´ ε (we may take any 0 ă ε ă 1
2). Now, Proposition 7.4 implies that

8
ż

1

rFσ0pαq

α2
dα ! 1.

Hence the desired result now follows.

Remark. By (5.6.1), we know that 2F pαq ´ F∆pαq ´ F´∆pαq ě 0. Modifying an argument

of Goldston [53, Lemma A] in a straightforward manner, it can be shown that, for ∆ “

oplog2 T q, as T Ñ8, we have

8
ż

1

2F pαq ´ F∆pαq ´ F´∆pαq

α2
dα ! 1.

Proof of Corollary 5.7. Note that, by Proposition 5.23, since Theorem 5.3 reduces to Fujii’s
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theorem when ∆ “ op1q, part (a) follows from Fujii’s remarks [46, Section 3]. For part (b),

let ∆ " 1. We want to show that

π2

T
ż

0

rSpt`∆q ´ Sptqs2 dt “ T

«

ÿ

nďT

Λ2pnq

n log2 n
p1´ cosp∆ log nqq ` 1

ff

` opT q.

To prove part (b) of Conjecture 5.5, by Theorem 5.4, it is enough to show that

1

2

8
ż

1

2F pαq ´ F∆pαq ´ F´∆pαq

α2
dα “ 1` op1q.

By Conjecture 5.6, we have

1

2

8
ż

1

2F pαq ´ F∆pαq ´ F´∆pαq

α2
dα “

8
ż

1

1´ cos p∆α log T qw p∆q

α2
dα` op1q.

Now note that
8
ż

1

1

α2
dα “ 1.

Then, integrating by parts, we find that

8
ż

1

cosp∆α log T qwp∆q

α2
dα “ O

ˆ

1

∆ log T

˙

“ O

ˆ

1

log T

˙

,

as we wanted. This completes the proof.
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Chapter 6

Zeros of families of L-functions

This chapter is comprised of the paper [A5]. We study the q-analogue of the average

of Montgomery’s function F pα, T q (defined in (1.3.5)) over bounded intervals. Assuming

GRH, our goal is to obtain upper and lower bounds for this average over an interval that

are as close as possible to the pointwise conjectured value of 1. To compute our bounds, we

extend a Fourier analysis approach of Carneiro, Chandee, Chirre and Milinovich [16], and

apply computational methods of non-smooth programming.

6.1 Introduction

The pair correlation conjecture (1.3.4), and similarly, the behaviour of Montgomery’s

function F pαq in larger ranges of α, have since proved to be deep and difficult questions,

being related to important problems such as the behavior of primes in short intervals [58].

Recall, as mentioned in Section 1.3.7, that the pair correlation conjecture is equivalent to

the statement
1

`

ż b``

b
F pα, T q dα „ 1,

as T Ñ 8, for any fixed b ě 1 and ` ą 0, where F is defined in (1.3.5). For further

background on the pair correlation conjecture and its equivalences, see, for instance, [16],

and the references therein. For a gentle introduction to the pair correlation conjecture and

its relation to prime numbers, see the notes [55].

6.1.1 Bounds via Fourier optimization

Recently, Carneiro, Chandee, Chirre, and Milinovich [16] studied these averages of F

over bounded intervals, by developing a general theoretical framework that relates them to

some extremal problems in Fourier analysis. This was inspired by some constructions of

Goldston [53] and Goldston and Gonek [56]. For example, let A1 be the class of continuous,

even, and non-negative functions g P L1pRq such that supp pg Ă r´1, 1s. Consider the
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following extremal problems:1

Extremal Problem 6.0.1 (EP1). Find

C` :“ inf
gPA1zt0u

pgp0q ` 2
ş1
0 α pgpαq dα

min0ďαď1 |pgpαq ` pgp1´ αq|
.

Extremal Problem 6.0.2 (EP2). Define the constant

c0 :“ min
xPRzt0u

sinx

x
“ ´0.2172336282 . . . (6.1.1)

Find

C´ :“ sup
gPA1

gp0qą0

p1´ c0qgp0q ` c0

´

pgp0q ` 2
ş1
0 α pgpαq dα

¯

max0ďαď1 p|pgpαq| ` |pgp1´ αq|q
.

As a consequence of their general framework, they obtain the following:

Theorem 6.1 (c.f. [16, Theorem 1]). Assume RH, let b ě 1, and let ε ą 0. For sufficiently

large fixed ` (possibly depending on b and ε), as T Ñ8, we have

C´ ´ ε` op1q ď
1

`

ż b``

b
F pα, T q dα ď C` ` ε` op1q.

Additionally, they establish the bounds (see [16, Corollary 2] and the numerical examples

in p.18 and p.20)

0.927818 ă C´ ď C` ă 1.330174, (6.1.2)

which give the respective numerical lower and upper bounds for the left-hand side of (1.3.13).

6.1.2 q-analogues: an average over Dirichlet L´functions

Montgomery [81] also suggested the investigation of the pair correlation of zeros of a

family of Dirichlet L´functions in the q-aspect. One wishes to study the distribution of

the low-lying zeros of Lps, χq, on average over Dirichlet characters χ (mod q), and over

Q ď q ď 2Q. By taking these averages, one can obtain improvements over what is known

for the Riemann zeta-function, and this provides heuristic evidence for the original case. In

[27, 89], the authors obtained improvements over (1.3.6) for these q-analogues, and used this

to obtain lower bounds for the average proportion of simple zeros of Dirichlet L-functions.

Later, in [17], the authors introduced the idea of relating the pair correlation of zeros of

ζpsq, and its q-analogue, to some Hilbert spaces of entire functions. Sono [97] used this idea

to improve the aforementioned lower bounds on the proportion of simple zeros. These were

1 In [16], the authors work with a larger class of functions instead of A1. See Section 6.3.1 for further
comments. Note that our class A1 is called A0 in [16]. We make this change of notation since, in Section 6.2,
other classes A∆ will naturally appear, where the support r´1, 1s is replaced by r´∆, ∆s for a parameter
∆.
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further improved in [30], by using a different class of functions and sophisticated numerical

optimization methods (see Section 6.3.1).

To define these q-analogues, we must introduce some notation. We use the framework

established in [27], and follow the notation in [17, Section 6]. Assume GRH for Dirichlet

L-functions (GRH). Let Φ be a real-valued function with compact support in pa, bq, where

0 ă a ă b. Denote by

rΦpsq :“

ż 8

0
Φpxqxs´1 dx

its Mellin transform. Additionally, assume that Φpx´1q “ Φpxq for all x P Rzt0u, that

rΦpitq ě 0 for all t P R, and that |rΦpitq| ! |t|´2 as |t| Ñ 8. For instance, a possible choice

satisfying all conditions (see [17]) is Φ such that

rΦpsq “

ˆ

es ´ e´s

2s

˙2

.

Finally, let W be a smooth, non-negative function with compact support in p1, 2q. We can

now define the q-analogue of NpT q as

NΦpQq :“
ÿ

q

W pq{Qq

φpqq

ÿ

˚

χ pmod qq

ÿ

γχ

|rΦpiγχq|
2, (6.1.3)

where the second sum (indicated by the superscript *) is over all primitive Dirichlet char-

acters (mod q), and the last sum is over all non-trivial zeros 1{2 ` iγχ of Lps, χq. Define

the q-analogue of F pα, T q as

FΦpαq “ FΦpα,Qq :“
1

NΦpQq

ÿ

q

W pq{Qq

φpqq

ÿ

˚

χ pmod qq

ÿ

γχ

|rΦpiγχqQ
iαγχ |2. (6.1.4)

Chandee, Lee, Liu and Radziwi l l [27] proved an asymptotic formula for FΦpαq similar to

(1.3.6) for |α| ă 2, showing, in particular, that FΦpαq „ 1 when 1 ď |α| ă 2 (see Lemma

6.3 below for a full statement). Moreover, they conjectured that FΦpαq „ 1 for all |α| ě 1,

in analogy with Montgomery’s original conjecture for F pα, T q. We may now state our main

result, which gives evidence for this conjecture.

Theorem 6.2. Assume GRH, and let b ě 1. For sufficiently large fixed ` (possibly depending

on b), as QÑ8, we have

0.982144` op1q ă
1

`

ż b``

b
FΦpα,Qq dα ă 1.077542` op1q.

We highlight that our upper and lower bounds are very close to the conjectured value

of 1. We also remark that while the size of ` in the lower bound may depend on b, the size

of ` in the upper bound is independent of b. A similar situation occurs in Theorem 6.1. For

effective bounds that hold for any given b and `, see Section 6.2.1.
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To prove Theorem 6.2, we develop a framework for estimating these integrals over

bounded intervals via Fourier analysis, extending that of [16]. We take advantage of the new

information available when |α| P r1, 2q, from [27]. This leads to slightly different Fourier

extremal problems. For instance, with A1 and c0 as above, consider the following:

Extremal Problem 6.2.1 (EP3). Find

D` :“ inf
gPA1zt0u

pgp0q ` 8
ş1{2
0 α pgpαq dα` 4

ş1
1{2 pgpαq dα

2 min0ďαď1 |pgpαq ` pgp1´ αq|
.

Extremal Problem 6.2.2 (EP4). Find

D´ :“ sup
gPA1

gp0qą0

p1´ c0qgp0q `
c0
2

´

pgp0q ` 8
ş1{2
0 α pgpαq dα` 4

ş1
1{2 pgpαq dα

¯

max0ďαď1 p|pgpαq| ` |pgp1´ αq|q
.

We show that D´ ´ ε and D` ` ε are lower and upper bounds for the average in Theorem

6.2, respectively (see Lemma 6.6 below). The simple choice of test function pgpαq “ maxtp1´

|α|q, 0u already shows that

0.981897 ă D´ and D` ă 1.083334.

To go further, we then numerically optimize the bounds. Note that the functionals in the

above extremal problems are not smooth, due to the maximum and minimum in the de-

nominators. Hence, we apply the principal axis method of Brent [13], which is an algorithm

for unconstrained non-smooth optimization. We also applied our optimization routine to

the problems (EP1) and (EP2), and found a minor refinement in the fifth and sixth decimal

digits in the bounds (6.1.2) from [16, Corollary 2]. It seems that these are very close to the

sharp values for the Fourier optimization problems. Under the hypotheses of Theorem 6.1,

we find

0.927819` op1q ă
1

`

ż b``

b
F pα, T q dα ă 1.330144` op1q.

In Section 6.2, we prove a general result relating the integrals of FΦpαq to some extremal

problems, extending [16, Theorem 7]. Subsequently, we use it to relate the problems (EP3)

and (EP4) to Theorem 6.2. Furthermore, we provide effective bounds for the integral

of FΦpαq over any arbitrary interval, in Theorem 6.5. In Section 6.3, we show how to

numerically optimize the bounds for (EP1)-(EP4), completing the proof of Theorem 6.2.

Remark. Analogues of Montgomery’s function F pαq have also been studied for other families

of L-functions. Recently, Chandee, Klinger-Logan and Li [26] proved an analogue of (1.3.6)

for an average over a family of Γ1pqq L-functions, in the range |α| ă 2. Therefore, assuming

GRH for this family and for Dirichlet L-functions, the conclusion of Theorem 6.2 also holds

for this family, as q Ñ8. See Section 6.2.3 for more details.
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6.2 Fourier optimization and the average of FΦpαq

For ∆ ě 1, let A∆ be the class of continuous, even, and non-negative functions g P L1pRq
such that supp pg Ă r´∆,∆s. For g P A∆, denote

ρ∆pgq :“ pgp0q ` 2

ż 1

0
α pgpαq dα` 2

ż ∆

1
pgpαq dα. (6.2.1)

From the definition of FΦpαq in (6.1.4) and Fourier inversion, we have the convolution

formula, for R P L1pRq with pR P L1pRq:

ÿ

q

W pq{Qq

φpqq

ÿ

˚

χ pmod qq

ÿ

γχ, γ1χ

R

ˆ

pγχ ´ γ
1
χq logQ

2π

˙

rΦpiγχqrΦpiγ
1
χq “ NΦpQq

ż 8

´8

FΦpαq pRpαq dα.

(6.2.2)

A crucial tool is the asymptotic formula of Chandee, Lee, Liu and Radziwil l:

Lemma 6.3 (c.f. [27, Theorem 1.2]). Assume GRH. Let ε ą 0. Then

FΦpα,Qq “p1` op1qq

˜

fpαq ` ΦpQ´|α|q2 logQ

ˆ

1

2π

ż 8

´8

|rΦpixq|2 dx

˙´1
¸

`O
´

ΦpQ´|α|q
a

fpαq logQ
¯

,

uniformly for |α| ď 2´ ε, as QÑ8, where fpαq “

#

|α|, for |α| ď 1,

1, for |α| ą 1.

By Plancherel’s theorem for the Mellin transform, the term

ΦpQ´|α|q2 logQ

ˆ

1

2π

ż 8

´8

|rΦpixq|2 dx

˙´1

behaves like a Dirac delta at the origin (see the argument in [27, pp. 82–83]). Therefore,

for any fixed 1 ď ∆ ă 2 and g P A∆, from (6.2.2), we obtain

1

NΦpQq

ÿ

q

W pq{Qq

φpqq

ÿ

˚

χ pmod qq

ÿ

γχ, γ1χ

g

ˆ

pγχ ´ γ
1
χq logQ

2π

˙

rΦpiγχqrΦpiγ
1
χq “ ρ∆pgq ` op1q, (6.2.3)

as QÑ8.

The following problems are essentially those considered in [16, Section 2.1.1], which

correspond to the case ∆ “ 1. For any ∆ ě 1, we may consider the following variations:

Extremal Problem 6.3.1 (EP5). Let ` ą 0 and ∆ ě 1. Find

W`
∆p`q :“ inf

N
ÿ

j“1

ρ∆pgjq,
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where the infimum is taken over N and all collections g1, g2, . . . , gN P A∆ such that there

exist points ξ1, ξ2, . . . , ξN P R, with

N
ÿ

j“1

pgjpα´ ξjq ě Ir0, `spαq (6.2.4)

for all α P R.

Extremal Problem 6.3.2 (EP6). Let ` ą 0 and ∆ ě 1. Find

W´
∆p`q :“ sup

N
ÿ

j“1

p2gjp0q ´ ρ∆pgjqq, (6.2.5)

where the supremum is taken over N and all collections g1, g2, . . . , gN P A∆ such that there

exist points ξ1, ξ2, . . . , ξN P R, with

N
ÿ

j“1

pgjpα´ ξjq ď Ir0, `spαq (6.2.6)

for all α P R.

Extremal Problem 6.3.3 (EP7). Let b, β P R with b ă β, and ∆ ě 1. Find

W´
˚,∆pb, βq :“ sup

N
ÿ

j“1

pgjp0q ` τjpρ∆pgjq ´ gjp0qqq, (6.2.7)

where the supremum is taken over N and all collections g1, g2, . . . , gN P A∆ such that there

exist points η1, η2, . . . , ηN P R and values τ1, τ2, . . . , τN ď 1, such that

N
ÿ

j“1

pgjpα´ ηjq ď Irb, βspαq (6.2.8)

for all α P R, and

Re

˜

N
ÿ

j“1

e2πiηjxgjpxq

¸

ě

N
ÿ

j“1

τjgjpxq, (6.2.9)

for all x P R.

The following result relates the problem of estimating integrals of FΦpαq to the above

problems in Fourier analysis. This general result will allow us to obtain all our bounds for

these integrals. As we shall see, while the abstract formulation of these problems and the

general result in Lemma 6.4 are analogous to those in [16], the novelty lies in the way we

may explore them, by taking advantage of the new possibilities with 1 ă ∆ ă 2, and its

interplay with the other parameters. We anticipate that, when applying Lemma 6.4, we will

usually have in mind the limit ∆ Ñ 2´.
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Lemma 6.4. Assume GRH, let b P R and ` ą 0. Let 1 ď ∆ ă 2. Then, as QÑ8, we have

W´
∆p`q ` op1q ďW´

˚,∆pb, b` `q ` op1q ď

ż b``

b
FΦpα,Qq dα ďW`

∆p`q ` op1q. (6.2.10)

The proof is essentially that of [16, Theorem 7], where the authors prove the analogous

result for integrals of F pα, T q, with ∆ “ 1. We reproduce it below, in our context, for the

reader’s convenience.

Proof. Assume that the bound (6.2.4) holds. We use it, combined with the convolution

formula (6.2.2) and (6.2.3), to find

ż b``

b
FΦpαq dα

ď

N
ÿ

j“1

ż

R
FΦpαq pgjpα´ b´ ξjq dα

“
1

NΦpQq

N
ÿ

j“1

ÿ

q

W pq{Qq

φpqq

ÿ

˚

χ pmod qq

ÿ

γχ, γ1χ

Qipb`ξjqpγχ´γ
1
χqgj

ˆ

pγχ ´ γ
1
χq logQ

2π

˙

rΦpiγχqrΦpiγ
1
χq

ď
1

NΦpQq

N
ÿ

j“1

ÿ

q

W pq{Qq

φpqq

ÿ

˚

χ pmod qq

ÿ

γχ, γ1χ

gj

ˆ

pγχ ´ γ
1
χq logQ

2π

˙

rΦpiγχqrΦpiγ
1
χq

“

N
ÿ

j“1

ρ∆pgjq ` op1q.

This implies the upper bound in (6.2.10). To obtain the last inequality, we used the fact

that W ptq, gjptq, and rΦpitq are all non-negative (for t P R).

For the lower bound, we first note that W´
∆p`q ď W´

˚,∆pb, b ` `q. To see this, take a

configuration that satisfies (6.2.6). Let β “ b``. Then, taking ηj “ ξj`b, (6.2.8) is verified,

and choosing τj “ ´1 for all j, (6.2.9) is also verified. With these choices, (6.2.7) reduces

to (6.2.5), as desired. It remains to show that W´
˚,∆pb, b ` `q ` op1q ď

şb``
b FΦpα,Qq dα.

Given a zero 1
2 ` iγχ of Lps, χq of multiplicity mγχ , denote κγχ :“ mγχ

rΦpiγχq
2. Assume

that (6.2.8) and (6.2.9) hold. We again use them with (6.2.2) and (6.2.3) to obtain

ż b``

b
FΦpαq dα

ě

N
ÿ

j“1

ż

R
FΦpαq pgjpα´ ηjq dα

“
1

NΦpQq

N
ÿ

j“1

ÿ

q

W pq{Qq

φpqq

ÿ

˚

χ pmod qq

ÿ

γχ, γ1χ

Qiηjpγχ´γ
1
χqgj

ˆ

pγχ ´ γ
1
χq logQ

2π

˙

rΦpiγχqrΦpiγ
1
χq

“
1

NΦpQq

N
ÿ

j“1

ÿ

q

W pq{Qq

φpqq

ÿ

˚

χ pmod qq

#

gjp0q
ÿ

γχ

κγχ
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`
ÿ

γχ‰γ1χ

Qiηjpγχ´γ
1
χqgj

ˆ

pγχ ´ γ
1
χq logQ

2π

˙

rΦpiγχqrΦpiγ
1
χq

,

.

-

ě
1

NΦpQq

N
ÿ

j“1

ÿ

q

W pq{Qq

φpqq

ÿ

˚

χ pmod qq

#

gjp0qp1´ τjq
ÿ

γχ

κγχ

`τj
ÿ

γχ, γ1χ

gj

ˆ

pγχ ´ γ
1
χq logQ

2π

˙

rΦpiγχqrΦpiγ
1
χq

,

.

-

ě

N
ÿ

j“1

pgjp0q ` τjpρ∆pgjq ´ gjp0qqq ` op1q.

This gives the desired lower bound. To obtain the last inequality, we used that, by (6.1.3),

ÿ

q

W pq{Qq

φpqq

ÿ

˚

χ pmod qq

ÿ

γχ

κγχ ě
ÿ

q

W pq{Qq

φpqq

ÿ

˚

χ pmod qq

ÿ

γχ

rΦpiγχq
2 “ NΦpQq.

Remark. Note that if ∆1 ď ∆2, then A∆1 Ă A∆2 . Therefore, W`
∆p`q is non-increasing with

∆, while W´
∆p`q and W´

˚,∆pb, βq are non-decreasing with ∆. For some properties regarding

monotonicity, subadditivity, and other basic facts on the above functions W˘
∆ , we refer to

[16, Proposition 6], which continues to hold for any ∆ ě 1. Also, note that in the statement

of Lemma 6.4, the parameters b, ` and ∆ are all free and independent. Here and henceforth,

the error term op1q should be regarded as a function of Q, which may depend on all other

fixed parameters (b, ` and ∆).

6.2.1 Triangle bounds

Here, we give simple, effective bounds for the integral of FΦpαq over an arbitrary interval,

by using (EP5) and (EP6) with the functions pgj chosen as triangles. Our bounds have the

property of being continuous and non-decreasing with `. To begin, let ∆ ě 1. For 0 ă δ ď ∆,

let

Kδpxq “ δ

ˆ

sinπδx

πδx

˙2

and xKδpαq “

ˆ

1´
|α|

δ

˙

`

. (6.2.11)

Note that

ρ∆pKδq “

#

1` δ2

3 , if 0 ă δ ď 1,

δ ` 1
3δ , if 1 ă δ ď ∆.

(6.2.12)

Theorem 6.5. Assume GRH, let b ě 1, and let ` ą 0. Then, as QÑ8, we have

C´p`q ` op1q ď
ż b``

b
FΦpα,Qq dα ď C`p`q ` op1q,
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Figure 6.1: The upper bound (in blue) and the lower bound (in green) given in Theorem
6.5, compared with the q-analogue of the pair correlation conjecture (in yellow).

where

C`p`q “

$

’

’

’

’

’

&

’

’

’

’

’

%

13p``2q
12 ` 1

3

 

`
2

(3
´ 7

6

 

`
2

(

´ 1
6

´

2
 

`
2

(3
´ 6

 

`
2

(2
´ 6

 

`
2

(

` 5
¯

`
, if ` ě 1,

min

"

13p``2q
12 ` 1

3

 

`
2

(3
´ 7

6

 

`
2

(

´ 1
6

´

2
 

`
2

(3
´ 6

 

`
2

(2
´ 6

 

`
2

(

` 5
¯

`

; p1` cq
´

1` `2p1`cq2

12c2

¯

*

, if 0 ă ` ă 1, with c “ max
!

6´1{3`2{3 ; `
2´`

)

;

(6.2.13)

and

C´p`q “

$

’

’

’

’

’

&

’

’

’

’

’

%

max

"

11p`´2q
12 ` 1

2

 

`
2

(2
´ 5

6

 

`
2

(

` 1
3 `

1
6

 

`
2

(

´

´
 

`
2

(2
` 6

 

`
2

(

´ 3
¯

`

; 1
2`´

2
3`

*

, if ` ě 2,
´

`´ 1´ `2

12

¯

`
, if 0 ă ` ď 2.

(6.2.14)

Proof. We would like to apply Lemma 6.4 with ∆ Ñ 2. To achieve this, we must obtain

continuous bounds for an arbitrary ∆ P p1, 2q. For simplicity, we will additionally assume

that 4
3 ď ∆ ă 2 throughout the proof.

Upper bound. Following the strategy in [16], we choose n ě 0 large triangles, with two

additional small triangles at the beginning and end. In (EP5), we take N “ n` 2, pgj “ K∆

for 2 ď j ď n` 1, and pg1 “ pgN`2 “
δ
∆
pKδ. These are the similar triangles with base 2∆ and

height 1, and base 2δ and height δ
∆ , respectively. Moreover, let

∆pn´ 1q ` 2δ “ `, (6.2.15)

and consider the translates given by ξ1 “ 0, ξj “ δ ` ∆pj ´ 2q for 2 ď j ď n ` 1, and

ξn`2 “ ∆pn´ 1q ` 2δ “ `. Then, condition (6.2.4) is satisfied. We must now choose n and

δ in terms of ` and ∆, such that (6.2.15) holds. If `
∆ P N, we may take pn , δq “ p `∆ ,

∆
2 q.

This gives the upper bound
ˆ

1`
1

3∆2

˙

``
∆2

12
` 1.
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Figure 6.2: A superposition of triangles of three different sizes gives a minorant of Ir0, `s,
producing a continuous lower bound. This is the construction for ` “ 5.8, when ∆ Ñ 2´.

If `
∆ R N, we have the choices pn , δq “

`

t `∆ u` 1, ∆
2

 

`
∆

(˘

or
`

t `∆ u, ∆
2 `

∆
2

 

`
∆

(˘

. Note that

the first choice implies 0 ă δ ă ∆
2 ă 1, while the second choice implies ∆

2 ă δ ă ∆ ă 2.

We take the minimum of both possibilities, and we must further divide the second choice

in cases, depending on whether or not δ ě 1, to apply (6.2.12). Note that δ ě 1 if and only

if
 

`
∆

(

ě 2
∆ ´ 1. This yields the upper bound W`

∆p`q ď C`∆p`q, where

C`∆p`q “

#

`

1
3∆2 ` 1

˘

p∆` `q ` p∆pt`{∆uq, if
 

`
∆

(

ă 2
∆ ´ 1,

`

1
3∆2 ` 1

˘

p∆` `q ` q∆pt`{∆uq ´ r∆pt`{∆uq`, if
 

`
∆

(

ě 2
∆ ´ 1;

(6.2.16)

p∆pxq :“
px` 1q

`

∆3px` 1q2 ´ 12∆2 ` 12∆´ 4
˘

12∆
, q∆pxq :“

∆2x3

12
` x

ˆ

1´∆´
1

3∆

˙

and

r∆pxq :“
∆2x3

12
´

∆x2

2
` p1´∆qx`

∆

2
´

1

3∆
.

One can verify that, for all 1 ď ∆ ď 2, r∆pxq has a unique root in the interval p0, 1q,

and, if ∆ ě 4
3 , this root is always greater than 2

∆ ´ 1, since r∆

`

2
∆ ´ 1

˘

ą 0 and r∆p1q ă 0.

This root denotes the transition between the two choices of n and δ above. In particular,

for ∆ ě 4{3 and ` ą 0, note that C`∆p`q is a continuous function of ` and ∆. Therefore, for

fixed `, and separately analyzing the cases `
2 P N and `

2 R N, we may let ∆ Ñ 2 in (6.2.16)

and Lemma 6.4 to obtain the upper bound in Theorem 6.5, in the case ` ě 1. The upper

bound for 0 ă ` ă 1 follows from taking ∆ “ 1 in Lemma 6.4, and applying directly the

bounds for W`
1 p`q in [16, Theorem 9].

Lower bound. If 0 ă ` ď 2∆, we may take the single triangle pg1 “ pK`{2, with ξ1 “ `{2.

This gives the lower bound W´
∆p`q ě p`´1´ `2

12q` if ` ď 2 (where we have the trivial bound

of zero for ` ď 6 ´ 2
?

6 “ 1.101 . . .), and W´
∆p`q ě

1
2` ´

2
3` if 2 ă ` ď 2∆. Letting ∆ Ñ 2,

we obtain these same lower bounds in Lemma 6.4 for any 0 ă ` ă 4.

In the next step, we must diverge slightly from the strategy in [16] to obtain bounds

that are continuous, with respect to ` and ∆. For any ` ě ∆, we combine triangles of three

different sizes, instead of two as before. First, we take n ě 0 big triangles, followed by one
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medium triangle, and possibly one last small triangle. Let n “
X

`
∆

\

´ 1, δ1 “
∆
2

`

1`
 

`
∆

(˘

,

and δ2 “
∆
2

 

`
∆

(

. Consider the functions pgj “ xK2 for 1 ď j ď n, zgn`1 “
δ1
∆
yKδ1 , and

zgn`2 “
δ2
∆
yKδ2 . Take ξj “ ∆j for 1 ď j ď n, ξn`1 “ ∆n ` δ1, and ξn`2 “ ∆pn ` 1q ` δ2.

The last pair pzgn`2, ξn`2q is only included when 2Kδ2p0q ´ ρpKδ2q ą 0, that is, when
 

`
∆

(

ą 6´2
?

6
∆ . Note that, when ∆ ě 4

3 , we have δ1 ě
∆
2 ě

2
3 , so that 2Kδ1p0q ´ ρpKδ1q is

always positive in this range. Additionally, note that ` “ ∆n` 2δ1 “ ∆pn` 1q ` 2δ2, and

(6.2.6) is satisfied.

The above configuration, in (EP6), yields W´
∆p`q ě C´∆p`q, where

C´∆p`q “

#

`

1
3∆2 ` 1

˘

p∆` `q ` u∆pt`{∆uq, if
 

`
∆

(

ă 2
∆ ´ 1,

`

1
3∆2 ` 1

˘

p∆` `q ` v∆pt`{∆uq ` w∆pt`{∆uq`, if
 

`
∆

(

ě 2
∆ ´ 1;

(6.2.17)

u∆pxq “
´1

4∆3px` 1q3 ` 3∆2
`

x2 ` 1
˘

´ 3∆px` 1q ` 2x

6∆
;

v∆pxq “
px´ 1q

`

3∆2px´ 1q ` 4
˘

12∆
; and w∆pxq “

6∆x
`

´ 1
12∆2x2 `∆x´ 1

˘

12∆
.

Note that, for 0 ď x ď 1 and 1 ď ∆ ď 2, w∆pxq ą 0 if and only if x ą 6´2
?

6
∆ . Moreover, we

have that 0 ď 2
∆ ´ 1 ă 6´2

?
6

∆ ă 1. In particular, C´∆p`q is a continuous function of ` and ∆,

and we may take ∆ Ñ 2 to obtain the lower bounds in Theorem 6.5. In the lower bound

for ` ą 2, the maximum is attained by the second function for 2 ă ` ď `1, and by the first

function for ` ą `1, where `1 “ 3.609 . . .

Remark. An important technical feature of the bounds in Theorem 6.5 is their continuity,

which helps to take ∆ Ñ 2. To achieve this continuity for an arbitrary ∆ P p4{3, 2q, we

must take precise configurations of triangles, slightly different from those considered in [16],

and take care with the cases that arise depending on the size of ∆. As `Ñ 8, it is clearly

convenient to take ∆ as large as possible, as we have the multiplying factors p1 ˘ 1
3∆2 q.

However, for some fixed values of `, one could do slightly better than stated in Theorem 6.5,

by using the general bounds in (6.2.16) and (6.2.17) and choosing an optimal ∆ in p4{3, 2q.

6.2.2 Asymptotic bounds

Recall that

D` :“ inf
gPA1zt0u

pgp0q ` 8
ş1{2
0 α pgpαq dα` 4

ş1
1{2 pgpαq dα

2 min0ďαď1 |pgpαq ` pgp1´ αq|

and

D´ :“ sup
gPA1

gp0qą0

p1´ c0qgp0q `
c0
2

”

pgp0q ` 8
ş1{2
0 α pgpαq dα` 4

ş1
1{2 pgpαq dα

ı

max0ďαď1 p|pgpαq| ` |pgp1´ αq|q
.

In this section, we begin the proof of Theorem 6.2, by connecting the integrals of FΦpαq

to the above extremal problems. The main idea is to consider, in (EP5) and (EP7), copies
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of a single function pg, instead of a triangle, so that we may then optimize over admissible

functions.

Lemma 6.6. Assume GRH, and let b ě 1. For sufficiently large fixed `, as Q Ñ 8, we

have

D´ ´ ε` op1q ă
1

`

ż b``

b
FΦpα,Qq dα ă D` ` ε` op1q.

Proof. Throughout the proof, let g P A1, so that supp pg Ă r´1, 1s. For 1 ă ∆ ă 2, consider

the dilation g∆pαq=∆gp∆αq, so that g∆ P A∆. Again, we must first obtain bounds for an

arbitrary ∆ P p1, 2q, with the goal of taking ∆ Ñ 2´ at the end.

Upper bound

Assume that min0ďαď1 |pgpαq ` pgp1´ αq| ‰ 0. Then, since pgp0q ą 0 and pg is continuous,

we must have pgpαq ` pgp1 ´ αq ą 0 for all α P r0, 1s, and by multiplying by an appropriate

constant, we may assume that

min
0ďαď1

ppgpαq ` pgp1´ αqq “ 1. (6.2.18)

In (EP5), given `, let N “
P

`
∆

T

` 1. Consider the N functions pgj “ xg∆, for 1 ď j ď N , and

take the translates ξj “ ∆pj´1q. Then, by (6.2.18), the fact that supp pg P r´1, 1s, and that

pg is even, we obtain

N
ÿ

j“1

pgjpα´ ξjq “
N
ÿ

j“1

pg
´ α

∆
´ j ` 1

¯

“ pg
´! α

∆

)¯

` pg
´

1´
! α

∆

)¯

ě 1,

(6.2.19)

for all 0 ď α ď ∆
P

`
∆

T

, in particular for 0 ď α ď `. By an argument of Carneiro, Chandee,

Chirre, and Milinovich (adding a finite number of triangles if necessary, see [16, p. 18]) we

may assume that this sum is non-negative for all α, and therefore (6.2.4) is satisfied. This

gives the bound

W`
∆p`q ď

ρ∆pg∆q

∆
``Op1q,

where the implied constant may depend on g, but not on ` or ∆. Note that the function

∆ ÞÑ
ρ∆pg∆q

∆
“

1

∆

˜

pgp0q ` 2∆2

ż 1
∆

0
α pgpαq dα` 2∆

ż 1

1
∆

pgpαq dα

¸

is continuous for 1 ď ∆ ď 2. Then, we may take ∆ Ñ 2 in Lemma 6.4 with the above

bound, to obtain, for any fixed ε ą 0 and ` sufficiently large,

ż b``

b
FΦpα,Qq dα ď ` pD` ` εq ` op1q,
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as QÑ8. This proves the upper bound in Lemma 6.6.

Lower bound

Here, we will use the framework of (EP7). We may assume, without loss of generality,

that gp0q ą 0, and that max0ďαď1 |pgpαq| ` |pgp1´ αq| “ 1. For a fixed b ě 1 and large `, let

β “ b` `, and write

ż b``

b
FΦpα,Qq dα “ 1{2

ż β

´β
FΦpα,Qq dα´

ż b

0
FΦpα,Qq dα. (6.2.20)

Let n “
Y

β
∆

]

. In (EP7), let N “ 2n´1, and take pgj “ xg∆ and ηj “ ∆pn´jq, for 1 ď j ď N .

Define

mpnq “ min
xPR

Dnpxq,

where

Dnpxq “
n
ÿ

k“´n

eikx “
sinppn` 1{2qxq

sinpx{2q

is the Dirichlet kernel. From [16, Equation (2.37)], it is known that

lim
nÑ8

mpnq

n
“ 2c0, and moreover,

ˇ

ˇ

ˇ

ˇ

mpnq

n
´ 2c0

ˇ

ˇ

ˇ

ˇ

!
1

n
, (6.2.21)

where c0 is defined in (6.1.1). Let

τj “ inf
xPR

gpxq‰0

gpxqRe
´

ř2n´1
j“1 e2πi∆pn´jqx

¯

p2n´ 1qgpxq
“

mpn´ 1q

2n´ 1
.

Then, (6.2.9) is automatically satisfied, and we can verify (6.2.8) (where b “ ´β). This

gives the bound

W´
˚,∆p´β, βq ě p2n´ 1q

ˆ

∆gp0q ´
mpn´ 1q

2n´ 1
pρ∆pg∆q ´∆gp0qq

˙

.

This implies, by (6.2.21), that

W´
˚,∆p´β, βq

2
ě
β

∆
p∆gp0qp1´ c0q ` c0 ρ∆pg∆qq ´Op1q,

where the implied constant may depend on g but not on ∆ or β (note that ρ∆pg∆q can be

bounded in terms of g, uniformly in ∆). Now, we apply Lemma 6.4 and (6.2.20), and let

∆ Ñ 2 as before. For any fixed ε ą 0 and b ě 1, we obtain, for sufficiently large fixed `,

that
ż b``

b
FΦpα,Qq dα ě ` pD´ ´ εq ` op1q,

as QÑ8, as desired.
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6.2.3 Γ1pqq-analogues: an average over automorphic L-functions

In this section, for the convenience of the reader, we briefly define the Γ1pqq-analogue

of F pαq, and show how it also satisfies the conclusions of Theorem 6.2 and Theorem 6.5.

This is the framework of Chandee, Klinger-Logan and Li in [26], to which we refer for more

details. The authors consider a large family of GLp2q L-functions, as follows. Let k and q

be positive integers, with k ě 3. Consider the subgroups of GL2pZq

Γ0pqq “

#˜

a b

c d

¸

: ad´ bc “ 1, c ” 0 pmod qq

+

,

and

Γ1pqq “

#˜

a b

c d

¸

P Γ0pqq : a ” d ” 1 pmod qq

+

.

Let SkpΓ0pqq, χq be the space of cusp forms of weight k ě 3 for Γ0pqq and nebentypus char-

acter χ (mod q). Let Hχ Ă SkpΓ0pqq, χq be an orthogonal basis of SkpΓ0pqq, χq consisting

of Hecke cusp forms, normalized so that the first Fourier coefficient is 1. It is known that

each f P Hχ has an associated L-function Lps, fq. Assume GRH for all the Lps, fq and for

all Dirichlet L-functions. Then, we define the Γ1pqq-analogue of F pαq as

F ˚Φpα, qq :“
2 Γpk ´ 1q

N˚Φpqqφpqq p4πq
k´1

ÿ

χ pmod qq

χp´1q“p´1qk

ÿ

fPHχ

1

}f}2

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

γf

rΦpiγf q q
iγfα

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

2

,

where

N˚Φpqq :“
2 Γpk ´ 1q

φpqq p4πqk´1

ÿ

χ pmod qq

χp´1q“p´1qk

ÿ

fPHχ

1

}f}2

ÿ

γf

ˇ

ˇ

ˇ

rΦpiγf q
ˇ

ˇ

ˇ

2
,

and the inner sums run over the ordinates of all non-trivial zeros 1
2 ` iγf of Lps, fq. Note

that

SkpΓ1pqqq “
à

χ pmod qq

SkpΓ0pqq, χq,

where SkpΓ1pqqq is the space of holomorphic cusp forms for Γ1pqq. Therefore, we may think

of F ˚Φpα, qq as the Γ1pqq-analogue of F pαq.

In [26, Theorem 1.1], the authors show that the same asymptotic formula in Lemma 6.3

holds, with F ˚Φpα, qq replacing FΦpα,Qq, as q Ñ8. Fourier inversion yields, as in (6.2.2),

2 Γpk ´ 1q

φpqq p4πqk´1

ÿ

χ pmod qq

χp´1q“p´1qk

ÿ

fPHχ

1

}f}2

ÿ

γf , γ
1
f

R

˜

pγf ´ γ
1
f q log q

2π

¸

rΦpiγf qrΦpiγ
1
f q

“ N˚Φpqq

ż

R
F ˚Φpα, qq

pRpαq dα.

Then, the same argument in the proof of Lemma 6.4 shows that, for any fixed b ě 1, ` ą b,
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and 1 ď ∆ ă 2,

W´
˚,∆pb, b` `q ` op1q ď

ż b``

b
F ˚Φpα, qq dα ďW`

∆p`q ` op1q,

as q Ñ 8. The bounds for W˘
∆p`q and W´

˚,∆p`q, given in the proofs of Theorem 6.2 and

Theorem 6.5, now immediately imply the analogous theorems for F ˚Φpα, qq, with the same

constants.

6.3 Numerically optimizing the bounds

We must optimize the functionals given in (EP1)-(EP4), over functions in the class A1.

First, we transform these optimization problems over A1 into unrestricted optimization

problems over Rd`1, where d P N. By a result of Krein [1, p. 154], if g P A1, then

gpxq “ |hpxq|2, for some h P L2pRq with suppph Ă r´1
2 ,

1
2 s. We may then search over

functions of the form phpxq “ ppxqIr´ 1
2
, 1
2
s, where

ppxq :“
d
ÿ

i“0

aix
i

is a polynomial of degree d. The numerators in (EP1)-(EP4) are now bilinear forms

d
ÿ

i, j“0

cijaiaj

in the coefficients of p. To implement these bilinear forms, one may compute the values of

cij by numerically evaluating the numerators of the functionals on the polynomials pijpxq :“

xi ` xj , for 0 ď i, j ď d. The maxima and minima in the denominators in (EP1)-(EP4)

may be computed via a simple 1-dimensional optimization routine.

We proceed to optimize over the coefficients ai via the principal axis method of Brent

[13]. This is an iterative algorithm without derivatives, which requires two initial values for

all coefficients ai. We take d ď 12, run the algorithm with many different randomly-chosen

initializations, and additionally run it with initializations found previously from running

this procedure with lower degrees. In this way, we found the following functions:

p1pxq “ 200x12 ` 815x10 ´ 152x8 ´ 59x6 `
69x4

10
´

157x2

1000
` 1,

which shows D` ă 1.077542 in (EP3); and

p2pxq “ ´x
2 ` 5,
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Figure 6.3: The function phpxq “ p1pxqIr´1{2, 1{2s is a perturbation of Ir´1{2, 1{2s.

which shows D´ ą 0.982144 in (EP4). This proves2 Theorem 6.2. We also found

p3pxq “ ´3855x12 ` 2203x10 ´
2743x8

10
´

152x6

5
`

303x4

100
´

7x2

250
` 1,

which shows C` ă 1.330144 in (EP1); and

p2pxq “ ´x
2 `

250

47
,

which shows C´ ą 0.927819 in (EP2). We also ran this routine with d “ 14, and found no

improvement in the first six decimal digits with respect to the above functions.

6.3.1 Remarks on a larger class of functions

Let A be the class of continuous, even, and non-negative functions g P L1pRq, such that

pgpαq ď 0 for |α| ě 1. Note that A1 Ă A. Cohn and Elkies [34] first used this class A to obtain

upper bounds for the sphere packing problem. Recently, Chirre, Gonçalves, and de Laat

[30] also used it to sharpen bounds in the theory of the Riemann zeta and other L-functions.

With this more general framework, the problems considered in [30] are reduced to convex

optimization problems, which the authors solve numerically via semidefinite programming

(see [7] for background on semidefinite programming). Furthermore, Chirre, Pereira, and de

Laat [33] used a similar framework, with semidefinite programming, to obtain fine estimates

for primes in arithmetic progressions, following a Fourier optimization approach by Carneiro,

Milinovich, and Soundararajan [22]. In all these works, the authors use these numerical

techniques to construct test functions of the form gpxq “ ppxqe´πx
2
, where p is a polynomial

of a certain degree.

In [16], the authors also build their theoretical framework using this larger class A, while

working with the simpler class A1 to obtain their bounds. We explored the optimizations

problems with this larger class, with the purpose of refining Theorem 6.1 and Theorem 6.2,

2 The numerators in the functionals can be computed exactly in rational arithmetic, in terms of c0. The
maximum and minimum in the denominators, and the value of c0 given in (6.1.1), may be easily verified
to the desired precision, for instance by first isolating the critical points and then applying the bisection
method, using interval arithmetic.
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using the semidefinite programming methods described in [30]. However, this did not lead

to any improvement over the results obtained with bandlimited functions in A1, even after

using polynomials of large degrees, and significantly larger than the degree used in [30].

A similar situation occurred in Chapter 3, where the aforementioned results in [22] and

[33] were further extended to primes represented by quadratic forms. Therein, bandlimited

functions also outperform polynomials times gaussians, unless one uses much larger degrees,

which might not be feasible.

Nevertheless, for completeness, we will briefly describe how to construct these func-

tions with semidefinite programming in the present framework, and the results obtained.

Henceforth, assume GRH. In [57], the authors show that, for any fixed, small δ ą 0, we have

F pα, T q ě
3

2
´ |α| ´ op1q, (6.3.1)

uniformly for 1 ď |α| ď 3
2 ´ δ, as T Ñ 8. This gives a conditional improvement over the

asymptotic formula (1.3.6), and has been used to refine some estimates under GRH (e.g.

in [30, 57]). Using (6.3.1), by an argument similar to that of Section 6.2.2 and [16, Section

2.4], we find the following: for fixed b ě 1 and ` sufficiently large,

1

`

ż b``

b
F pα, T q dα ě J1pgq ´ ε` op1q,

as T Ñ8, and
1

`

ż b``

b
FΦpα,Qq dα ě J2pgq ´ ε` op1q,

as QÑ8, for any g P A. Here, we denote

J1pgq :“
p1´ c0qgp0q ` c0

´

ρ1pgq ` 2
ş3{2
1

`

3
2 ´ α

˘

pgpαq dα
¯

max0ďαď1
řm
n“0 |pgpn´ αq|

, (6.3.2)

and

J2pgq :“
p1´ c0qgp0q `

c0
2

´

pgp0q ` 8
ş1{2
0 α pgpαq dα` 4

ş1
1{2 pgpαq dα

¯

max0ďαď1
řm
n“0 |pgpn´ αq|

. (6.3.3)

We may take the parameter m to be any positive integer, and, as in [16, Section 2.4.2],

the bounds improve as m Ñ 8. Note that, if g P A1, then J1 and J2 simplify to the

functionals in (EP2) and (EP4), respectively. Furthermore, note that, since (6.3.1) is an

inequality (instead of an asymptotic equality as in (1.3.6) and Lemma 6.3), we used the sign

restrictions of g P A to obtain the above bound with (6.3.2).

In contrast to [30], the objectives J1 and J2 are not linear (or even smooth). To trans-

form it into a semidefinite program, we approximate our problem by one with a linear

objective and additional linear inequality constraints. Let N be a positive integer, and let

tα1, α2, . . . , αNu be a partition of the interval r0, 1s. Then, multiplying g by an appropriate
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d 20 40 60 70 pgpαq “ p1´ |α|q`

J1pgq 0.9211 . . . 0.9236 . . . 0.9245 . . . 0.9248 . . . 0.9275 . . .

J2pgq 0.9748 . . . 0.9774 . . . 0.9784 . . . 0.9788 . . . 0.9818 . . .

Table 6.1: Semidefinite programming bounds for the approximations (with m “ 3 and
N “ 55) of J1 and J2, for several parameters d, compared with a simple triangle bound.
The constructed polynomials have degree 4d` 2.

constant, we may replace the denominators of (6.3.2) and (6.3.3) by 1, and incorporate the

system of inequality constraints

m
ÿ

n“0

pgpn´ αjq ď 1, for 1 ď j ď N.

When N is sufficiently large, this results in a reasonable approximation in practice.

We now follow the notation and argument in [30, Section 4], to which we refer for details.

By taking dilations, we may relax the condition pg ď 0 for |α| ě 1, to the same condition over

|α| ě R, where R ě 1 is some parameter (after also taking dilations in the definitions of J1

and J2), and we may assume pgp0q “ 1. We see this as a bilevel optimization problem, where

the outer problem is a 1-dimensional problem over R ě 1, and the inner problem optimizes

over such a function gpxq “ ppxqe´πx
2
, where, as before, p is an even polynomial. For a fixed

R, functions g of this form, that are non-positive in rR, 8q, and whose Fourier transform

is non-negative, can be written in terms of positive-semidefinite matrices, as follows.

Let d P N. Let X2, X3, X4 be positive-semidefinite matrices of size pd` 1q, and let

vpuq :“
´

L
´1{2
0 pπuq, . . . , L

´1{2
d pπuq

¯

P Rd`1,

where L
´1{2
k is the Laguerre polynomial of degree k with parameter -1/2. Then, we may

write

gpxq“ pR2´x2q vpx2qTX2 vpx
2q e´πx

2
; pgpxq “

`

vpx2qTX3 vpx
2q ` x2 vpx2qTX4 vpx

2q
˘

e´πx
2
.

Note that g is a polynomial of degree 4d` 2, times a Gaussian function. The fact that pgpxq

is the Fourier transform of g is a linear condition over the entries of X2, X3, and X4 in

Rd`1, which we also write in terms of the Laguerre basis vpuq.

This is now a semidefinite program, for which we use the high-precision solver sdpa-gmp

[85]. In Table 1, we show the maxima of (6.3.2) and (6.3.3) for several values of d, compared

with the bound from the triangle function pgpαq “ p1 ´ |α|q` P A1. In our computations,

we take m “ 3 in the definitions of J1 and J2, and N “ 55 in the partition of r0, 1s.

Further experiments with other values of m and N did not significantly alter the results.

For comparison, the authors use d “ 40 in [30].
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Chapter 7

Appendices

Appendix A: Some useful estimates

Lemma 7.1. Let x, y ě 1 be two parameters. Consider the radial function G : R2 Ñ R
defined by

Gprq “

$

&

%

min

"

r2, 1,
x` y ´ r2

y

*

, if 0 ď r ď px` yq1{2;

0, if r ą px` yq1{2.

Then G P L1pR2q, and its Fourier transform pG satisfies the following properties:

1. For ξ P R2 and ξ ‰ 0,
ˇ

ˇ pGpξq
ˇ

ˇ !
px` yq1{4

|ξ|3{2
. (7.0.1)

2. For ξ P R2 and |ξ| ě 1,
ˇ

ˇ pGpξq
ˇ

ˇ !
1

|ξ|5{2

ˆ

1`
x3{4

y

˙

. (7.0.2)

3. For ξ “ 0,

pGp0q “

ˆ

x`
y

2

˙

π ´
π

2
, (7.0.3)

Proof. It is clear that G P L1pR2q. Since G is a radial function, it follows that (see [65, p.

429]),

pGpξq “ 2π

ż 8

0
r Gprq J0p2πr|ξ|q dr, (7.0.4)

for ξ P R2, where J0 is the Bessel function of order 0. Since J0p0q “ 1, a simple computation

shows (7.0.3). Let us start proving the estimate (7.0.1). For ξ ‰ 0, we split the integral in

(7.0.4) into the ranges 0 ď r ă 1{|ξ| and 1{|ξ| ď r ă 8. Using the estimates |J0ptq| ! 1 and

|Gprq| ď 1, it follows that

ˇ

ˇ

ˇ

ˇ

ż 1{|ξ|

0
r Gprq J0p2πr|ξ|q dr

ˇ

ˇ

ˇ

ˇ

!
1

|ξ|2
. (7.0.5)
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To estimate the second integral, by [64, 8.451-1] we recall that

J0ptq “

ˆ

2

πt

˙1{2"

cospt´ π
4 q `

1

8t
sinpt´ π

4 q `O

ˆ

1

t2

˙*

for |t| " 1. Then, using that |Gprq| ď 1,
ş8

0 Gprq{r3{2 dr ă 8, and integration by parts:

ż 8

1{|ξ|
r Gprq J0p2πr|ξ|q dr

“ ´
1

2π2|ξ|3{2

ż 8

1{|ξ|
pr1{2Gprqq1 sinp2πr|ξ| ´ π

4 q dr

`
1

32π3|ξ|5{2

ż 8

1{|ξ|

ˆ

Gprq

r1{2

˙1

cosp2πr|ξ| ´ π
4 q dr `O

ˆ

min

"

1

|ξ|5{2
,

1

|ξ|2

*˙

.

(7.0.6)

Therefore,

ˇ

ˇ

ˇ

ˇ

ż 8

1{|ξ|
r Gprq J0p2πr|ξ|q dr

ˇ

ˇ

ˇ

ˇ

!
1

|ξ|3{2

ż 8

1{|ξ|

ˇ

ˇpr1{2Gprqq1
ˇ

ˇ dr `
1

|ξ|5{2

ż 8

1{|ξ|

ˇ

ˇ

ˇ

ˇ

ˆ

Gprq

r1{2

˙1ˇ
ˇ

ˇ

ˇ

dr `min

"

1

|ξ|5{2
,

1

|ξ|2

*

!
1

|ξ|3{2

ż 8

0

ˇ

ˇ

ˇ

ˇ

Gprq

r1{2

ˇ

ˇ

ˇ

ˇ

dr `
1

|ξ|3{2

ż 8

0

ˇ

ˇr1{2G1prq
ˇ

ˇ dr `
1

|ξ|2
.

Spliting the above integrals according to the definition of G, and using the mean value

theorem, it follows that, for 1{|ξ| ď
?
x` y, we have

ˇ

ˇ

ˇ

ˇ

ż 8

1{|ξ|
r Gprq J0p2πr|ξ|q dr

ˇ

ˇ

ˇ

ˇ

!
px` yq1{4

|ξ|3{2
. (7.0.7)

Combining (7.0.5) and (7.0.7) we obtain (7.0.1) in the case 1{|ξ| ď px ` yq1{2. When

1{|ξ| ą px` yq1{2, we bound as in (7.0.5) to obtain

ˇ

ˇ pGpξq
ˇ

ˇ “

ˇ

ˇ

ˇ

ˇ

2π

ż px`yq1{2

0
r Gprq J0p2πr|ξ|q dr

ˇ

ˇ

ˇ

ˇ

! x` y !
px` yq1{4

|ξ|3{2
.

This conclude the proof of the estimate (7.0.1). Now, let us prove (7.0.2). Suppose that

|ξ| ě 1. We split the integral in (7.0.4) as in the previous case, and we bound the first

integral as follows:

ˇ

ˇ

ˇ

ˇ

ż 1{|ξ|

0
r Gprq J0p2πr|ξ|q dr

ˇ

ˇ

ˇ

ˇ

!

ż 1{|ξ|

0
r3 dr !

1

|ξ|4
. (7.0.8)

On the other hand, in (7.0.6) we split the last integrals (depending on the value of 1{|ξ| ď 1)
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and use integration by parts (one more time). In this way, we obtain that

ˇ

ˇ

ˇ

ˇ

ż 8

1{|ξ|
r Gprq J0p2πr|ξ|q dr

ˇ

ˇ

ˇ

ˇ

!
1

|ξ|5{2

ˆ

1`
x3{4

y

˙

. (7.0.9)

Then, combining (7.0.8) and (7.0.9) we obtain (7.0.2).

Lemma 7.2. Let K be an imaginary quadratic field, and let q be an integral ideal. Then,

ÿ

p|q, kě1

log Np

pNpqk{2
!

a

log Nq.

Proof. Using the factorization law of primes in imaginary quadratic fields [69, p. 57], one

can see that, for each k ě 1,

ÿ

p|q

log Np

pNpqk{2
“

ÿ

p

¨

˚

˚

˝

ÿ

p|q
Np“p

log Np

pNpqk{2

˛

‹

‹

‚

`
ÿ

p

¨

˚

˚

˝

ÿ

p|q
Np“p2

log Np

pNpqk{2

˛

‹

‹

‚

!
ÿ

p|Nq

log p

pk{2
.

It is clear that the sum over k ě 3 in the above expression contributes Op1q, and the sum

when k “ 2 is bounded by the sum when k “ 1. Let us analyze the latter case. Assume

that Nq ě 3. We denote by ωpnq the number of distinct positive integer prime factors of n,

and by pn the n-th prime number. Since pn ď Cn log n for some C ą 0, and the function

y ÞÑ y´k{2 log y is eventually decreasing, it follows that

ÿ

p|Nq

log p
?
p
!

ÿ

pďpωpNqq

log p
?
p
!

ÿ

pďCωpNqq logpωpNqqq

log p
?
p
!

a

ωpNqq logpωpNqqq,

where we used integration by parts in the last step. We conclude our desired result using

the classical estimate for ωpnq (see [84, Theorem 2.10]):

ωpnq !
log n

log log n
.

Appendix B: Variations of Montgomery’s weight

Assume RH. Let 1
2 ă σ0 ă

3
2 , and define

wσ0puq :“
4σ2

0

4σ2
0 ` u

2
and rFσ0pαq :“

2π

T log T

ÿ

0ăγ, γ1ďT

T iαpγ´γ
1qwσ0pγ ´ γ

1q. (7.0.10)

Note that we recover Montgomery’s function F pαq by taking σ0 “ 1. Since

ywσ0pyq “ 2πσ0e
´4πσ0|y|,
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we have the identity

rFσ0pαq “
4π2σ0

T log T

8
ż

´8

e´4πσ0|y|

ˇ

ˇ

ˇ

ˇ

ˇ

ÿ

0ăγďT

T iαγe2πyγ

ˇ

ˇ

ˇ

ˇ

ˇ

2

dy. (7.0.11)

In particular, rFσ0pαq ě 0, and rFσ0 is even. Following Montgomery [81] (see also [58]), we

have the following asymptotic formula for rFσ0pαq.

Proposition 7.3. Let 1
2 ă σ0 ă

3
2 , and define rFσ0pαq as in (7.0.10). We have

rFσ0pαq “ σ0T
´2|α|σ0 log T p1` op1qq ` |α| ` op1q,

uniformly for 0 ď |α| ď 1, as T Ñ8.

Proof. In Montgomery’s explicit formula, we take σ “ 1
2 ` σ0 to obtain, for any 1

2 ă σ0 ă
3
2

and x ě 1,

2σ0

ÿ

γ

xiγ

σ2
0 ` pt´ γq

2
“´ x´σ0

ÿ

nďx

Λpnqnσ0´1{2

nit
´ xσ0

ÿ

nąx

Λpnq

n1{2`σ0`it

` x´σ0`itplog τ `Op1qq `Opx1{2τ´1q,

where τ “ |t|`2, and the implied constants depend only on σ0 (which we henceforth assume

to be fixed). We write the above as Lpx, tq “ Rpx, T q. Note that

8
ż

´8

1

rσ2
0 ` pt´ γq

2srσ2
0 ` pt´ γ

1q2s
dt “

2π

σ0
¨

1

4σ2
0 ` pγ ´ γ

1q2
“

2π

4σ3
0

wσ0pγ ´ γ
1q.

Then, taking the absolute value, squaring, and integrating, following Montgomery we obtain

T
ż

0

|Lpx, T q|2 dt “
2π

σ0

ÿ

0ăγ, γ1ďT

xipγ´γ
1qwσ0pγ´γ

1q`Oplog3 T q“
1

σ0

rFσ0pαqT log T`Oplog3 T q.

(7.0.12)

Now, let us analyze
T
ş

0

|Rpx, T q|2. For the Dirichlet series, using [83, Corollary 3], we obtain

T
ż

0

ˇ

ˇ

ˇ

ˇ

ˇ

´x´σ0
ÿ

nďx

Λpnqnσ0´1{2

nit
´ xσ0

ÿ

nąx

Λpnq

n1{2`σ0`it

ˇ

ˇ

ˇ

ˇ

ˇ

2

dt “x´2σ0
ÿ

nďx

Λpnq2

n1´2σ0
pT `Opnqq

` x2σ0
ÿ

nąx

Λpnq2

n1`2σ0
pT `Opnqq.

(7.0.13)
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Note that

x
ż

1

y2σ0´1 log y dy “
x2σ0p2σ0 log x´ 1q ` 1

4σ2
0

and

8
ż

x

y´1´2σ0 log y dy “
x´2σ0p2σ0 log x` 1q

4σ2
0

.

Then, by the prime number theorem with error term, (7.0.13) equals

T log x

σ0
`OpT q `Opx log xq.

We note that on the left-hand side of (7.0.13), we may use an estimate of Goldston and

Montgomery [58, Lemma 7] instead of [83, Corollary 3] to replace the error term Opx log xq

with OpT
?

log xq. Continuing with our proof, we have

T
ż

0

ˇ

ˇx´σ0`itplog τ `Op1qq
ˇ

ˇ

2
dt “

T log2 T `OpT log T q

x2σ0
.

If we choose x “ Tα for 0 ď α ď 1 ´ ε, then following Montgomery’s argument the above

estimates imply that

RpTα, T q “ T log T

ˆ

T´2ασ0 log T p1` op1qq `
α

σ0
` op1q

˙

.

We combine this with (7.0.12) to obtain the desired result for |α| ď 1 ´ ε. As remarked

above, by the argument of Goldston and Montgomery [58, Lemma 7], this can be extended

uniformly to |α| ď 1.

We also note that the following estimate holds.

Proposition 7.4. Let 1
2 ă σ0 ă

3
2 , β ą 1, and define rFσ0pαq as in (7.0.10). Then,

β
ż

1

rFσ0pαq dα ! β.

Proof. Using an argument of Goldston [53, Lemma A], this follows from Proposition 7.3

and the fact that rFσ0pαq ě 0.
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[61] F. Gonçalves, D. Oliveira e Silva, and S. Steinerberger. Hermite polynomials, linear

flows on the torus, and an uncertainty principle for roots. J. Math. Anal. Appl.,

451(2):678–711, 2017.

[62] D. Gorbachev, V. Ivanov, and S. Tikhonov. Uncertainty principles for eventually

constant sign bandlimited functions. SIAM J. Math. Anal., 52(5):4751–4782, 2020.

[63] D. V. Gorbachev. An integral problem of konyagin and the (c,l)-constants of nikol’skii.

Trudy Inst. Mat. i Mekh. UrO RAN, 11(2):72–91, 2005.

[64] I. S. Gradshteyn and I. M. Ryzhik. Table of integrals, series and products. Academic

Press, Elsevier, 7th edition, 2007.

[65] L. Grafakos. Classical Fourier analysis. Graduate Texts in Mathematics, 249.

Springer, New York, second edition, 2008.

[66] E. Grosswald. Representations of integers as sums of squares. Springer-Verlag, New

York, 1985.

[67] T. C. Hales. Cannonballs and honeycombs. Notices Am. Math. Soc., 47(4):440–449,

2000.

[68] W. Heap. Conditional mean values of long Dirichlet polynomials. Preprint. Available

as https://arxiv.org/abs/2201.02108.

[69] H. Iwaniec and E. Kowalski. Analytic number theory, volume 53 of American Mathe-

matical Society Colloquium Publications. American Mathematical Society, Providence,

RI, 2004.

[70] P. Jaming. Nazarov’s uncertainty principles in higher dimension. J. Approx. Theory,

149(1):30–41, 2007.

[71] J. P. Keating and N. C. Snaith. Random matrix theory and L-functions at s “ 1{2.

Commun. Math. Phys., 214(1):91–110, 2000.

[72] J. P. Keating and N. C. Snaith. Random matrix theory and ζp1{2 ` itq. Commun.

Math. Phys., 214(1):57–89, 2000.

[73] J. C. Lagarias, H. L. Montgomery, and A. M. Odlyzko. A bound for the least prime

ideal in the Chebotarev density theorem. Invent. Math., 54(3):271–296, 1979.

167

https://arxiv.org/abs/2003.10771
https://arxiv.org/abs/2201.02108


[74] J. C. Lagarias and A. M. Odlyzko. Effective versions of the Chebotarev density the-

orem. Algebraic number fields: L-functions and Galois properties. In Proc. Sympos.,

Univ. Durham, Durham, 1975, pages 409–464, London, 1977. Academic Press.
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